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Factorial Simplicity Defined & Return to Quartimax 

“After a factor analysis has been completed, it is of interest to 

assess how good the solution is, in the sense of how simple—

and thus how interpretable— the final pattern matrix is.  

The ideal solution, most investigators would agree, is one that 

is unifactorial, i.e., a solution for which each row of the pattern 

matrix has one, and only one, non-zero loading.” (o.c., p. 31) 

Comment: he is going to propose an index which measures 

tendency towards unifactoriality for each row of the factor 

matrix separately and for the matrix as a whole. That is 

exactly what the quartimax criteria intend to do.  

Note that he rejected quartimax for rotation, but now 

finds a new use for it in measuring unifactoriality. 
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Three Criteria are Shown to be Equivalent if Rescaled 

He takes the different quartimax criteria for analytic rotation 

of Carroll (1953), Wrigley & Neuhaus (1954), and Saunders 

(1953) and demonstrates mathematically that they become 

equivalent if we scale them to lie between zero and one.  

He remarks: 

 “It should be pointed out that, while we develop our index from 

the quartimax viewpoint, our results are applicable to any factor 

pattern matrix.” (o.c., p. 31) 

Hence the resulting index can be used:  

• to compare quality of different rotations of one basic FA; 

• to characterize quality of solutions for different datasets. 
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The Index of Factorial Simplicity (IFS) 

Specifically, the resulting index IFS is defined as  

 

 

 

 

 

 

 

Worst possible value of IFS is zero: occurs when all loadings 

are equal in absolute value for all rows; best possible value is 

one: occurs when only one loading in each row is non-zero. 
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The Problem of Calibration 

Kaiser realizes that it would be useful to calibrate the IFS 

scale. To approach a reasonable answer, he considers the 

special case of a row of a factor matrix with q elements, c of 

which are non-zero and equal in absolute value, and (q – c) 

are zero. Here c refers to the complexity of the variable. He 

then obtains the following result: 

 

 

 

So for a large number of factors, IFS converges to 0.50 for 

complexity 4, which he considers too far from unifactoriality. 
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Verbal Qualifications of the IFS Scale 
 

By also considering IFSs for a substantial number of factor 

analyses “from the real world”, he reached the following 

—admittedly still subjective—evaluations of levels in the 

IFS scale: 
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Unfortunately, almost all but a very 

small handful of the citations to 

Kaiser (1974) appear to be in error! 

 

Some possible reasons for these misattributions are laid out 

in what follows. 
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The Kaiser-Meyer-Olkin Measure of SamplingAdequacy: 

The Root of the Problem 
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The Citation Mixup Arises  
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Comments by Bill Revelle 

 

 


