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A critical evaluation of similarity indices for psychometric
research

Tuesday, 15th July - 10:45: Artificial Intelligence I (GH: Meridian 3-4) - Oral

Mr. Josiah Hunsberger (James Madison University), Dr. Paulius Satkus (Graduate Management Admission Council)

An increasing number of psychometric studies recently adopted machine learning and natural language pro-

cessing (NLP) tools (Butterfuss & Doran, 2024; Micir et al., 2022). In enemy item detection, a common approach

is to calculate cosine similarity on item embeddings (e.g., Meng & Li, 2024; Satkus et al., 2024). This is often

justified by describing cosine similarity as “semantic similarity” or, by focusing on angular distance, which is

said to ignore vector magnitude differences (Diallo et al., 2021). However, these fundamental assumptions are

rarely questioned and relying on cosine similarity alone may obscure true relationships among items.

We conducted a simulation study manipulating item embedding characteristics derived from a sample of op-

erational test questions. Specifically, we generated item embeddings from a multivariate normal distribution,

varying embedding length, means vector, and variance-covariance structures. Our findings reveal that cosine

similarity is sensitive to the magnitude of means vector, not merely their relative differences. For instance,

embeddings with a correlation of .5 with a means vector of [-0.5, 0.5] (cos = .20) appeared less similar than those

with [0,1] (cos = .35), despite having identical mean vector difference, variance, covariance, and length. This

demonstrates that cosine similarity index is affected by absolute magnitude. Other indices, like Pearson’s corre-

lation, yielded results more consistent with theoretical expectations. Therefore, we caution against defaulting

to cosine similarity for item embedding comparisons. Instead, based on our analysis of 13 similarity indices, we

advocate for exploring metrics that better capture meaningful relationships among items, ultimately improving

inferences about item similarity.
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Enhancing item parameters prediction with transfer learning

Tuesday, 15th July - 11:00: Artificial Intelligence I (GH: Meridian 3-4) - Oral

Dr. Mingfeng Xue (University of California, Berkeley), Mr. He Ren (University of Washington)

Introduction
Traditional item calibration is labor-intensive and slows down item development due to the need for field test-

ing. Machine learning (ML) offers a solution by predicting item parameters (e.g., difficulty, discrimination) from

text features. Transfer learning, which refers to the technique of generalizing a model trained on one task to

another, holds the promise of improving ML performance. This study explores transfer learning with large

language models (LLMs) to improve prediction accuracy.

Method
We demonstrate the method by two personality scales (i.e., NEO-PI-R and 16-PF). First, IRT models are applied

to calibrate item difficulty and discrimination for the two scales, respectively. Second, ML models for item

parameter prediction are trained for each of the two scales using embeddings generated by the LLM. Third, we

further apply the transfer learning technique to enhance the 16-PF item parameter prediction by training an

additional layer on the ML model for NEO-PI-R. RMSE is used as the comparison metric.

Preliminary Results
Compared with the models purely trained on 16-PF items, the models from the transfer learning can increase

prediction accuracy. We are evaluating the number of respondents that can be reduced due to prediction of

transfer learning

Significance

It will enhance the item prediction accuracy with transfer learning and prove the machine learning model

trained within one scale can be generalized to some extent to another scale under the same theme (e.g., person-

ality assessment), which is critical for ML model training with small sample sizes.
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Evaluating the capabilities of large language models in
evidence synthesis

Tuesday, 15th July - 11:15: Artificial Intelligence I (GH: Meridian 3-4) - Oral

Ms. Yuchen Zhang (University of Toronto), Dr. Feng Ji (University of Toronto)

Introduction: Large language models (LLMs) like GPT-4o have received growing attention in scientific research

due to their exceptional performance in tasks associated with natural language processing. Evidence Synthesis

(ES), including systematic review and meta-analysis, is a systematic process that involves the integration of

information from multiple empirical studies. Within it, data extraction is one of the most time-consuming and

resource-intensive steps in extracting both qualitative and quantitative information, making LLMs promising

to be applied.

Objective: We aim to empirically evaluate the performance (e.g., accuracy, reliability) under different strategies

of GPT-4o in automating data extraction for meta-analysis.

Methods: We develop a Python-based automated workflow integrating GPT-4o API to extract data from 60

empirical studies for meta-analysis. Tailored prompt strategies, along with few-shot learning, and an iterative

evaluation cycle are employed to improve the extraction performance.

Results: We find that, overall, our proposed workflow demonstrates a good performance in extracting qualita-

tive data (e.g., participant demographics, survey methods) and simple quantitative data (e.g., sample size), with

high accuracy. However, complex quantitative data (e.g., correlation coefficient) requires targeted refinement

in prompts via few-shot learning to substantially enhance the accuracy of extracting correlation coefficients.

Impacts: This study highlight the viability of LLMs as tools to streamline ES workflows, offering a novel research

pathway to reduce labor costs while maintaining its methodological rigor.
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Item evaluation using LLM-respondents: A psychometric
analysis with open-source data

Tuesday, 15th July - 11:30: Artificial Intelligence I (GH: Meridian 3-4) - Oral

Ms. Yunting Liu (University of California, Berkeley), Ms. Shreya Bhandari (University of California, Berkeley), Prof. Zachary

Pardos (University of California, Berkeley)

Developing summative test items involves testing items with a large sample of respondents to measure their

psychometric properties. However, collecting sufficient student responses is time-consuming and resource-

intensive. In this study, we explore leveraging large language models (LLMs) to generate synthetic responses

that mimic human characteristics, investigating whether LLMs can serve as a scalable alternative to human

respondents in this process. We evaluate six LLMs—GPT-3.5, GPT-4, Llama 2, Llama 3, Gemini-Pro, and Co-

here Command R Plus—alongside various ensembling methodologies. We utilize a dataset comprising alge-

braic items drawn from the OpenStax College Algebra textbook, along with human responses collected from

college students on Prolific. Using Item Response Theory (IRT), we compare item parameter estimates derived

from an augmented dataset (human + synthetic responses) to those obtained solely from human responses.

Our results show that item parameters calibrated by LLM-generated responses exhibit strong correlations with

human-calibrated counterparts (e.g., >0.8 for GPT-3.5). However, no LLM fully replicates human respondents

due to the narrower proficiency distribution among synthetic responses. We further investigate strategies for

data augmentation when human responses are limited, identifying sampling methods that enhance the Spear-

man correlation from 0.89 (human-only) to 0.93 (augmented dataset). We release all item content and synthetic

responses under a Creative Commons license.
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Careless responding in intensive longitudinal data: Effects on
multilevel models

Tuesday, 15th July - 10:45: Multilevel Modeling (MAC: Johnson) - Oral

Ms. Alicia Gernand (RPTU University Kaiserslautern-Landau), Prof. Tanja Lischetzke (RPTU University Kaiserslautern-Landau)

Intensive longitudinal data provide a unique opportunity to model within-person dynamics alongside between-

person differences. A commonly used approach is a multilevel model, which leverages person-centered vari-

ables as Level-1 predictors and person means as Level-2 predictors to disentangle within- and between-person

effects. Despite their widespread use, the robustness of multilevel models against methodological biases such

as Careless Responding (CR) remains largely unexplored. CR (i.e., responding to survey items without sufficient

regard to the item content) has been found to significantly distort parameter estimates in statistical analyses

commonly used in cross-sectional research. The aim of this study was to systematically examine the impact of

CR in intensive longitudinal data on multilevel model parameter estimates at both the within- and between-

person level. To this end, we conducted a simulation study by generating multilevel datasets with varied effect

sizes and directions of within- and between-person relationships. CR was systematically introduced into the

data by varying the affected variable (predictor, criterion, or both), CR type (random responding, straightlin-

ing), proportion of careless responders, and CR frequency. Results revealed that CR biased both within- and

between-person variance estimates and distorted fixed slopes of Level-1 and Level-2 predictors. The extent of

bias varied with the proportion of careless responders and CR frequency, while its direction depended on the

true effect, affected variable(s), and CR type. These findings underscore the importance of implementing robust

data quality checks in intensive longitudinal data research to mitigate CR-related biases and ensure reliable in-

terpretations of within- and between-person effects.
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The use of a multilevel multiple-indicators random-intercept
cross-lagged panel model in college student goal pursuit

Tuesday, 15th July - 11:00: Multilevel Modeling (MAC: Johnson) - Oral

Dr. Hiroki Matsuo (Baylor University)

In social science and educational research where the nested data structure is more prevalent, multilevel mod-

eling is often employed to estimate within- and between- effects separately (Goldstein, 2003). Curran (2003)

mentioned the importance of the integration of structural equation modeling in the multilevel framework. Yet,

the application of such techniques together can be challenging and has not been fully investigated, especially

within longitudinal settings where the constructs are measured with multiple items. Therefore, the purpose

of the current study is to demonstrate the effectiveness of a multilevel random-intercept cross-lagged panel

model (RI-CLPM; Hamaker et al., 2015) with multiple indicators, using an example examining temporal asso-

ciations between goal patience and courage in a college student sample. Each item was nested within up to

three individual goals and assessed across four measurement occasions. We examined measurement invari-

ance simultaneously at within- and between- levels. Then, the measurement model was established at Level 1

to account for the within-level variability among goal contexts for each individual while Levels 2 and 3 together

specified the RI-CLPM for individual goal pursuit, accounting for their trait-like stability. Equality constraints

across measurement occasions were also added to establish the stationary model. In applied research where

the construct can be measured within multiple contexts (i.e., goal pursuit), the results can be misinterpreted

and lead to misguiding conclusions when the nested data structure is ignored. While future simulation-based

research to investigate the utility of such modeling techniques is still necessary, the application of such models

can suggest promising values.
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What if sample size is the confound in multilevel models?

Tuesday, 15th July - 11:15: Multilevel Modeling (MAC: Johnson) - Oral

Mr. Michael Truong (York University), Dr. Xijuan Zhang (York University), Dr. David Flora (York University)

One of the primary strengths of multilevel modeling (MLM) is its ability to combine evidence from different

clusters of data into a single regression model, using the size of each cluster to balance the cluster’s role in the

model. Here, we critically examine cases where cluster size (i.e., Level 2 sample size) plays a causal role in the

true data-generating process (DGP). For example, if class sizes confound the effect of student motivation on final

grades, how well can MLM control for this confounding and under what situations does MLM fail? To answer

this question, we use a Monte Carlo simulation to compare model specifications that do and do not control for

the effects of cluster size between frequentist MLMs and Bayesian MLMs. We predict that: (1) frequentist and

Bayesian MLMs will exhibit comparable levels of bias; and (2) that the relative efficiency between frequentist

and Bayesian MLMs will vary with the causal effects of cluster size. The results of this investigation may moti-

vate researchers to consider and balance: (1) the goal of maximizing sample size; and (2) the open question of

what effect different scales of sample sizes may play in their particular substantive context.
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Estimating reliability using unbiased variance components in
a nested design with group-specific distributions

Tuesday, 15th July - 11:30: Multilevel Modeling (MAC: Johnson) - Oral

Dr. Siyuan Marco Chen (Duolingo), Dr. J.R. Lockwood (Duolingo)

Intraclass correlations (ICC) have been developed to evaluate the reliability of scale scores in multilevel designs,

where responses are nested in groups (e.g., teachers nested in schools). Existing ICC measures for multilevel

designs often use variance components estimated from a linear mixed model to represent variability at each

level. In doing so, these measures assume that an observation will share the same correlation with another

observation in the same group, regardless of which group these observations come from. That is, the devia-

tions of individuals are distributed with the same variability across all groups, and the effects of groups are

sampled from a homogenous distribution of random effects. When groups are distributed differently, such as

having differential magnitudes of random effect or residual variability, variance components estimated under

the homogeneity assumptions may be inaccurate. This leads to ICCs that misrepresent reliability. We propose

a method-of-moment approach that estimates means and variance components from group-specific distribu-

tions. This estimator yields unbiased estimates of variance components that can differ across groups. Relative

to using traditional linear mixed models, ICCs based on this proposed approach better represent heterogene-

ity in the random effect distributions and within-group residual variabilities across many nested groups. To

demonstrate the potential application of this approach, we evaluate the reliability of grades produced by Arti-

ficial Intelligence (AI) in a high-stakes English test, where the test takers come from different first-languages.

This work helps researchers better understand the fairness of an assessment by evaluating if the test maintains

its reliability across groups.
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Multilevel model ICCs: Issues with reduced-model
computation and full-model-based solutions

Tuesday, 15th July - 11:45: Multilevel Modeling (MAC: Johnson) - Oral

Ms. Yingchi Guo (University of British Columbia), Dr. Jason Rights (University of British Columbia)

Multilevel models (MLMs) are extensively used to analyze nested data structures and account for cluster-based

dependency. When presenting MLM results, it is routinely recommended to report the intraclass correlation

coefficient (ICC) or variance partitioning coefficient (VPC), which quantifies the degree of clustering. Though re-

searchers typically have a full model of interest that contains predictors and random slopes, in practice, ICCs are

usually computed from a simplistic model, such as a random-intercept-only model and/or a fixed-slope model.

Despite the ubiquity of this practice, a key objective of this talk is to demonstrate that ICCs from reduced mod-

els can be problematic. Specifically, we will mathematically demonstrate that commonly used null-model and

fixed-slope ICCs may not accurately quantify the proportion of variance nor the within-cluster correlation that

they are thought to represent, especially in cases in which cluster means of level-1 predictors are not measured

with sampling error. A complementary objective of this talk is to clarify the conceptual ambiguity in computing

ICC for random-slope models by reviewing and generalizing existing measures. In doing so, we will integrate

existing definitions of ICC and provide a taxonomy thereof, illustrate how the desired quantities thought to

be derivable from reduced-model ICCs can instead be accurately obtained from the full model of interest, and

provide novel extensions of ICC-based metrics. We will present Monte Carlo simulation results assessing the

accuracy of our full-model-based measures relative to existing reduced-model ICCs and demonstrate the utility

of our framework with empirical examples using open-source data.
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Evaluating rapid guessing as noninformative about
respondent proficiency

Tuesday, 15th July - 10:45: Methods for Aberrant Behaviors (MAC: Thomas Swain) - Oral

Prof. Daniel Bolt (University of Wisconsin - Madison)

The use of response time information to identify rapid guessing behavior has been a focus of much attention in

educational measurement. Among the messy issues is the question of whether rapid guessing is noninforma-

tive regarding proficiency. We argue that attending to the relationships between rapid guessing behavior and

item difficulty can provide evidence regarding lack of non-informativeness, and that evaluating such associa-

tions might regularly be considered when the non-informativeness assumption is made. Using a moderately

low stakes mathematics test used to inform college course placement, we observe positive relationships be-

tween rapid guessing and item-response-theory (IRT)-based item difficulty even in the presence of extremely

low response time thresholds for rapid guessing. Results suggest that respondent processing of personal item

difficulty (as would theoretically be reflected by overall item difficulty + a person x item interaction) can occur

well within time limits for classifying rapid guess responses.
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Integrating disengagement identification into response style
modeling: Response times matter

Tuesday, 15th July - 11:00: Methods for Aberrant Behaviors (MAC: Thomas Swain) - Oral

Mr. Jieyuan Dong (Beijing Normal University), Prof. Hongyun Liu (Beijing Normal University)

Response styles (RS) and disengaged responding (DR) are critical sources of bias in Likert-scale response data,

yet their simultaneous control remains underexplored. Motivated by Ulitzsch et al.’s (2023) mixture model that

pioneered distinguishing DR and RS, this study advances both theoretical rigor and practical implementation.

Grounded in Tourangeau et al.’s (2000) cognitive theory of survey responding, we argue that response times

(RTs) are essential for conceptually differentiating DR (shallow, trait-irrelevant processing) from RS (biased but

trait-reflective). We then propose a general two-stage approach: (1) RT-driven identification of DR via threshold

screening or distribution decomposition and (2) RS modeling that integrates the results of DR detection. Empir-

ical validation using two large-scale survey datasets—one with item-level RTs and the other with screen-level

RTs—demonstrates that methodological choices depend on RT levels. For item-level RTs, threshold-based di-

chotomous DR indicators are embedded as the first node in item response tree models. For screen-level RTs, DR

probabilities derived from Gaussian mixture models serve as the sampling weights in the subsequent parame-

ter estimation. Results show that incorporating RT-guided DR identification in RS modeling improves model fit

over controlling either of them alone, and gains new insights into the analysis of survey responses. This work

highlights RTs as a key tool for distinguishing DR and RS and offers adaptable workflows tailored to different

RT availability, enhancing response validity in survey research.
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Detecting aberrant responses using a general mixture model
for cognitive diagnosis

Tuesday, 15th July - 11:15: Methods for Aberrant Behaviors (MAC: Thomas Swain) - Oral

Mr. Joemari Olea (University of the Philippines Diliman), Dr. Kevin Carl Santos (University of the Philippines Diliman)

Several CDMs introduced previously are proven to be special forms of the Generalized deterministic inputs,

noisy “and” gate (G-DINA) model (de la Torre, 2011). However, the G-DINA model does not account for the het-

erogeneity that is rooted from possible existing subgroups in the population. Olea and Santos (2024) introduced

a solution to this problem by creating a new model which incorporates G-DINA modeling with finite mixture

modeling, aptly named the Mixture G-DINA model. In this paper, extensive simulation studies were conducted

to examine the performance of the said model across different test-taking parameters such as number of items,

number of examinees, item quality, and generating model as well as different test-taking behaviors such as

cheating, creative responding, lack of motivation, plodding, speeding, cheating with randomness, and wrong

response leakage. According to initial simulation results, the performance of the proposed model in correctly

detecting aberrant responses are higher when the items are of good quality and there are higher number of

items and examinees. The performance of the model is also shown to vary depending on the generating model.

Lastly, the Mixture G-DINA model has a high detection rate for aberrant responses across different test-taking

behaviors in certain cases.
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A beta mixture model for careless respondent detection in
Visual Analogue Scale data

Tuesday, 15th July - 11:30: Methods for Aberrant Behaviors (MAC: Thomas Swain) - Oral

Ms. Lijin Zhang (Stanford University), Prof. Benjamin Domingue (Stanford University), Prof. Leonie Vogelsmeier (Tilburg

University), Prof. Esther Ulitzsch (University of Oslo)

Visual Analogue Scales (VASs) are increasingly popular in psychological, social, andmedical research. How-

ever, VASs can also be more demanding for respondents, potentiallyleading to quicker disengagement and a

higher risk of careless responding. Existing mixturemodeling approaches for careless response detection have

so far only been available forLikert-type and unbounded continuous data but have not been tailored to VAS

data. Thisstudy introduces and evaluates a model-based approach specifically designed to detect andaccount

for careless respondents in VAS data. To this end, we integrate existingmeasurement models for VASs (Noel

and Dauvier, 2007) with mixture item response theorymodels for identifying and modeling careless respond-

ing. Simulation results show that the proposed model effectively detects careless responding and recovers key

parameters, and highlights the unsuitability of the existing mixture factor analysis model for VAS data. Weil-

lustrate the model’s potential for identifying and accounting for careless responding usingreal data from both

VASs and Likert scales. First, we show how the model can be used tocompare careless responding across differ-

ent scale types, revealing a slightly higherproportion of careless respondents in VAS compared to Likert scale

data. Second, wedemonstrate that item parameters from the proposed model, accounting for carelessrespond-

ing, exhibit improved psychometric properties compared to those from a modelthat ignores it. These findings

underscore the model’s potential to enhance data quality byidentifying and addressing careless responding.
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Thresholding method for identifying anomalies in wellbeing
time series data

Tuesday, 15th July - 10:45: Clustering Analysis (GH: Think 4) - Oral

Dr. Marie Turcicova (Institute of Computer Science, Czech Academy of Sciences), Dr. Patrícia Martinková (Institute of

Computer Science, Czech Academy of Sciences)

Identifying atypical patterns in digital behavior, physiological responses, and wellbeing metrics is essential for

advancing psychometric research and intervention strategies. Anomaly detection techniques play a crucial role

in (1) detecting deviations in digital behavior that may indicate excessive usage, social withdrawal, or digital

addiction, (2) analyzing physiological and psychological responses, such as heart rate variability and stress in-

dicators, to identify abnormal patterns related to technology use, and (3) monitoring responses to wellbeing in-

terventions using digital technology by detecting atypical reactions that may require personalized approaches.

To address these challenges, our research introduces an effective thresholding method for anomaly detection

in multivariate data drawn from a normal distribution - a common model for many psychometric and mental

health variables, as well as the distribution of residuals in various statistical models (e.g. regression models or

models for time series). The proposed method provides a theoretically grounded threshold that is asymptotically

optimal, ensuring that the number of misidentified anomalies approaches zero as the sample size increases. Our

approach is compared to other common thresholding methods through simulation, and its performance is fur-

ther demonstrated using real data.
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Clustering experience sampled time series with deterministic
and stochastic trends

Tuesday, 15th July - 11:00: Clustering Analysis (GH: Think 4) - Oral

Dr. Paul Wesley Scott (University of Pittsburgh)

Clustering time series(TS) offers a useful tool for capturing inter-individual variation with intensive longitu-

dinal data. Clustering TS may be complicated in presence of both stochastic and deterministic trends. Further

distortion may come from experience sampling. This project generates data with four deterministic trends (pos-

itive and negative linear; short and longer cycles) plus a near random walk exhibiting drift in a complete, equal

interval time series(CTS) with n=1000,t=672 then subsamples to reflect experience sampling(ESTS) with 3(4hr)

daily measures, skipping 4th 8hr interval (t=126). Dynamic Time Warping(DTW) is applied and evaluated in

terms of recovering deterministic trends. We also use a feature-based clustering method where we automati-

cally learn TS dynamics from SARIMA models allowing drift, LASSO to select TS dynamics to cluster on, rescale

features, then apply LCA for clustering. LCA results are evaluated for class solution and association with original

trend groups. Results are compared between CTS and ESTS. Visual inspection suggests DTW recovered linear

trends well for CTS(56%) and ESTS(61%). In CTS, short cycles had fair recovery(44%), long cycles less so(29%);

In ESTS, cycles were indiscernible. Cluster fit for CTS is better(DB*=0.92) than ESTS(DB*=1.08). LCA with BIC

selected 2 classes for CTS and ESTS distinguishing shorter cycle from other trends with near-perfect accuracy

in CTS(rpbs=0.9151) and fair in ESTS(rpbs=0.4742). Other trends were undistinguished in another class with low

accuracy for ESTS(0.1<rpbs<0.2) and chance accuracy for CTS(rpbs≈0.3). Conflation of deterministic trends by

stochastic trends provides explanation for DTW results, while 24hr period set for SARIMA provided best expla-

nation for LCA results.
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Comparing three strategies for clustering intensive
longitudinal data

Tuesday, 15th July - 11:15: Clustering Analysis (GH: Think 4) - Oral

Dr. Yaqi Li (University of Oklahoma Health Sciences Center), Dr. Hairong Song (University of Oklahoma)

Clustering intensive longitudinal data (ILDs) aims to uncover distinct dynamic processes across multiple

individuals or units. Three statistical strategies—shape-based, feature-based, and model-based clustering

approaches—have been applied for this purpose. While each method has its own technical strengths and limita-

tions, their relative performance remains largely unexplored, particularly in the social and behavioral sciences,

where ILDs are often short, and sample sizes are small.

This simulation study compared these three strategies under varied conditions. Individuals’ univariate dynamic

processes were simulated using AR(1) and/or AR(2) models. The number of true clusters was set to be 2 with

equal cluster sizes. Six factors were manipulated: (1) sample sizes, (2) lengths of ILDs, (3) between-cluster differ-

ences in dynamics, (4) deterministic trends, (5) (non-)stationarity, and (6) mixture of AR(1) and AR(2) processes.

Performance was evaluated based on (1) recovery on the number of clusters, measured by the proportion of

replicates correctly identifying the number of clusters, and (2) recovery on cluster membership, measured by

the adjusted Rand index (ARI; 1 = perfect recovery).

Overall, the model-based approaches outperformed the others, achieving 92% accuracy in cluster number re-

covery and an average ARI of 0.76 for membership recovery. The shape-based approaches were highly accurate

in identifying the number of clusters (97%) but performed poorly in recovering cluster membership (ARI =0.52).

Lastly, the feature-based approach showed unacceptable performance under both criteria (69% accuracy in re-

covery of the number of clusters and ARI =0.36 for cluster membership). Further details and discussion of these

findings will follow.
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Understanding psychological temporal patterns: clustering
time-series data and its challenges

Tuesday, 15th July - 11:30: Clustering Analysis (GH: Think 4) - Oral

Ms. Yuanyuan Ji (KU Leuven, University of Leuven), Dr. Marieke Schreuder (KU Leuven, University of Leuven), Prof. Ginette

Lafit (KU Leuven, University of Leuven), Prof. Eva Ceulemans (KU Leuven, University of Leuven)

How people react to external stimuli and how their responses evolve over time have been widely studied in psy-

chology. Examples include emotion dynamics after a daily event, the development of reading ability following

an intervention, and stress responses elicited by noxious experimental stimuli. These temporal dynamics are

considered important indicators of an individual’s psychological state and are often measured through repeated

assessments over time, resulting in time-series data. Clustering offers a promising approach for analyzing such

data, as it captures not only the amplitude of the response (e.g., how strong an emotion is after an event), but also

the shape of the temporal unfolding (e.g., a rapid peak followed by a slow decay or a gradual increase). However,

several challenges arise. For example, these studies often capture relatively short time series (<10 data points),

where time intervals may be uneven within a time series or vary between individuals. In self-report studies,

moreover, missing data is common due to noncompliance. We will therefore conduct a simulation study to ex-

plore statistical solutions (e.g., imputation, smoothing) to these challenges. Furthermore, we will compare the

performance of various clustering techniques, such as K-means, K- spectral centroid, and hierarchical cluster-

ing with different distance measures. The study aims to pave the way for the effective application of clustering

approaches to psychological responses to external stimuli, ultimately enhancing our understanding of their

temporal patterns over time.

18



2025 International Meeting of the Psychometric Society

Higher-order extended variational approximation to estimate
latent variable models

Tuesday, 15th July - 10:45: Advances in Parameter Estimation (GH: Think 5) - Oral

Prof. Björn Andersson (University of Oslo)

Generalized linear latent variable models (GLLVMs) is a flexible class of models which supports joint modeling of

continuous, count, ordinal, and binary variables with arbitrary structures among latent variables and observed

variables. Estimation of GLLVMs is challenging when specifying complex models that include many types of

observed variables and many latent variables. Various methods based on the variational approximation have

been proposed in the literature to estimate GLLVMs, including an extended variational approximation based on

the Laplace approximation. Such an approach can be applied to a large class of response functions but suffers

from relatively high bias in some cases. To improve the estimation accuracy for this type of estimator, we

derive an extended variational approximation estimator for GLLVMs based on a higher-order expansion and

evaluate its properties. In the implementation, we analytically compute the higher-order derivatives required

and exploit the sparsity of the model structure to realize computational efficiencies. The approach is compared

against alternative methods, such as the computationally efficient but less accurate Laplace approximation and

the gold standard method of adaptive Gauss-Hermite quadrature. We discuss the tradeoff between accuracy

and computational efficiency with respect to different estimation methods and different model structures.
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Resolving computational challenges of SEMs with big data
using a divide-and-conquer approach to Bayesian synthesis

Tuesday, 15th July - 11:00: Advances in Parameter Estimation (GH: Think 5) - Oral

Prof. Katerina Marcoulides (University of Minnesota), Mr. Xinyu Liu (University of Minnesota), Ms. Hannah Hamling

(University of Minnesota)

Analyzing structural equation models with massive datasets can pose major computational and parameter es-

timation challenges. For example, with large samples, standard errors of parameter estimates tend to be very

small and generally suggest significance of parameter estimates that differ only trivially from zero. Similarly,

even trivial model misfit can lead a researcher to a decision to reject a proposed model even when the model

implies a good representation of the observed data. The purpose of this presentation is to introduce a novel pro-

cedure that can be used to resolve the computational challenges that arise when analyzing structural equation

models with massive datasets. This study proposes the integration of a modified divide-and-conquer approach

with Bayesian Synthesis data fusion methodology. The divide-and-conquer methodology refers to the popular

computer science multi-step process that divides large datasets randomly into sub-data sets, while Bayesian

Synthesis is a relatively new approach to data fusion where results from the analysis of one dataset are used

as prior information for the analysis of the next dataset. In this manner, datasets of interest are sequentially

analyzed until a final posterior distribution is created. This final posterior distribution incorporates informa-

tion from all candidate datasets, rather than simply pooling resulting model estimates as is done in traditional

divide-and-conquer type analyses. The proposed methodology is illustrated using a real data example. We will

demonstrate that this approach can help address the computational challenges that arise with analyzing struc-

tural equation models with massive datasets.
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Likelihood ratio tests with marginal maximum likelihood
using Laplace approximations and adaptive quadrature

Tuesday, 15th July - 11:15: Advances in Parameter Estimation (GH: Think 5) - Oral

Ms. Lu Zhang (University of Oslo), Prof. Björn Andersson (University of Oslo)

Abstract: Generalized linear latent variable models are flexible models which enable individual or joint model-

ing of binary, ordinal, count, and continuous data. Estimation of these models is typically done with marginal

maximum likelihood (MML) estimation which requires computing integrals without a closed form solution.

To compute the integrals, different approximation methods can instead be used and in the literature Laplace

approximations, adaptive and non-adaptive Gauss-Hermite quadrature, and stochastic methods have been pro-

posed. In applied settings, likelihood ratio tests are often used to test hypotheses with respect to parameter re-

strictions. In this work, we examine the properties of likelihood ratio tests when estimation is done via approx-

imate MML estimation. We consider first-order and second-order Laplace approximations, along with adaptive

Gauss-Hermite quadrature with varying numbers of quadrature points. We conduct two independent simula-

tion studies utilizing each approximation method to perform likelihood ratio tests, varying data types (binary,

ordinal, and count data), sample sizes, and the number of observed variables. The first simulation uses hy-

potheses concerning the equivalence of slope parameters across the observed outcome variables, while the

second examines restrictions across groups in a multiple group model. Our findings demonstrate that adaptive

quadrature and second-order Laplace approximations provide reliable statistical inference across all settings

with moderate to high sample sizes and a moderate number of observed variables. Meanwhile, the first-order

Laplace approximation generally works well with the exception of binary data where the empirical size not

equal to the nominal level with small or moderate numbers of observed variables.
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An improved Satterthwaite (1941, 1946) effective df
approximation

Tuesday, 15th July - 11:30: Advances in Parameter Estimation (GH: Think 5) - Oral

Prof. Matthias von Davier (Boston College)

This study introduces a correction to the approximation of effective df as proposed by Satterthwaite, specifically

addressing scenarios where component df are small. The correction is grounded in analytical results concern-

ing the moments of standard normal random variables. This modification is applicable to complex variance

estimates that involve both small and large df, offering an enhanced approximation of the higher moments

required by Satterthwaite’s framework. Additionally, this correction extends and partially validates the empir-

ically derived adjustment by Johnson and Rust, as it is based on theoretical foundations rather than simulations

used to derive empirical transformation constants. Finally, the proposed adjustment also provides a correction

to the estimate of the total variance in cases missing data have been replaced by multiple imputations such as

in the case of plausible values in national and international large scale assessments.
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Calibrated frequentist inference by stochastic approximation

Tuesday, 15th July - 11:45: Advances in Parameter Estimation (GH: Think 5) - Oral

Prof. Yang Liu (University of Maryland), Dr. Jonathan Williams (North Carolina State University), Dr. Jan Hannig (University of

North Carolina at Chapel Hill)

Statistical inference about model parameters often relies on asymptotic confidence intervals (CIs), which are

only trustworthy in large samples. When the sample size is limited, however, asymptotic theory may yield

misleading conclusions. In this presentation, we explore a generic construction of conservative CIs based on

the p-value function of the sample score statistic. Additionally, a smoothing approximation is introduced to

make the p-value function more tractable numerically. Given sample data, we estimate the lower and upper

confidence limits through the Robbins-Monro algorithm. We illustrate the proposed inferential procedure with

two commonly used models in psychometrics: location-scale regression and linear normal factor analysis.
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Classifying respondents’ item-specific strengths with an
interaction map approach

Tuesday, 15th July - 10:45: Item Response Theory I (GH: Think 3) - Oral

Dr. Jinwen Luo (University of California, Los Angeles), Dr. Minjeong Jeon (University of California, Los Angeles)

Latent space item response modeling (LSIRM; Jeon et al., 2021) has gained increasing attention as an innovative

framework for visualizing local dependencies between respondents and test items. LSIRM places both items

and respondents into a shared latent metric space, referred to as an interaction map, so that spatial proximity

in the map reflects local dependencies—a feature that offers an intuitive diagnostic tool for uncovering respon-

dents’ item-specific strengths and weaknesses. Despite these advantages, methods for classifying and assessing

such local dependencies remain limited. To address this gap, we propose three post-hoc algorithms that sup-

plement the LSIRM framework for clustering: (1) a distance-based classification procedure that controls for

respondents’ overall trait levels; (2) a Bayesian approach to incorporate positional uncertainty into classifica-

tions; (3) a Bayesian resampling approach to incorporate distance uncertainty into classifications. We evaluate

the diagnosis performance of these algorithms through simulation studies, in comparison to traditional meth-

ods, such as multidimensional IRT and diagnostic classification models. Results demonstrate that the proposed

approach can reliably and effectively identify respondents’ item-level proficiency nuances. Empirical applica-

tions to real-world assessments uncover subgroups of respondents with distinct respondent profiles, providing

educators with finer insights into individual learning needs.
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Unexplained item-person interactions due to heterogeneous
item discriminations across individuals

Tuesday, 15th July - 11:00: Item Response Theory I (GH: Think 3) - Oral

Dr. Nana Kim (University of Minnesota), Dr. Minjeong Jeon (University of California, Los Angeles)

Traditional item response theory (IRT) models implicitly assume that individuals with the same ability level

will have the same probability of a correct response to all items with the same item characteristics. However,

such an assumption may not always hold true as there may be item-person interactions unexplained by the

model parameters in IRT. While existing studies mainly focused on between-person variations in item difficulty

for examining the unexplained item-person interactions, this study aims to illustrate the role of item discrim-

inations in understanding such unexplained interactions. To this end, we use a recently proposed modeling

approach called a latent space item response model (LSIRM) which produces an interaction map visualizing the

item-person interactions remaining after accounting for main person and item effects in IRT models. Through a

simulation study, we demonstrate how unexplained item-person interactions can arise from the heterogeneity

in item discriminations across items and individuals, and further examine how such unexplained interactions

may create bias in parameter estimation under traditional IRT models. Our results show that a specific pat-

tern of unexplained item-person interactions is produced when item discriminations are heterogeneous across

items and individuals, and further illustrate that fitting traditional IRT models may lead to biased estimates

when there are such interactions present. We discuss implications of the results including the use of LSIRM for

inspecting the presence of unexplained item-person interactions prior to fitting IRT models.
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Impact of item locations on parameter recovery with the
GGUM

Tuesday, 15th July - 11:15: Item Response Theory I (GH: Think 3) - Oral

Ms. Nicole Bonge (University of Arkansas), Dr. Ronna Turner (University of Arkansas)

Research has shown that unfolding item response theory (IRT) models perform well with non-cognitive data

following both ideal point and dominance response processes under certain data conditions (Reimers et al.,

2023). Previous research relating to parameter recovery for the generalized graded unfolding model (GGUM)

has primarily involved items that are evenly spaced across the latent trait continuum. However, in practice,

item locations may commonly be represented by sampling from a normal, uniform, or skewed distribution. To

our knowledge, no studies have explored item and person parameter recovery for the GGUM with varied item

location distributions.

This study builds on previous work (e.g., Roberts et al., 2002; Roberts & Thompson, 2011) to evaluate item and

person parameter recovery with the GGUM under different item location distributions and sample sizes, using

two, four, and six response options. Preliminary results suggest that items sampled from normal or uniform

distributions yield better item parameter recovery than equally spaced items, though differences in estimation

error diminish as the sample size and number of response options increase. In addition, estimation bias for

both item and person parameters was minimal across most conditions. Person parameter estimates displayed

acceptable estimation errors with four and six response options across all item location and sample size con-

ditions, while two response options produced relatively large estimation errors. These results can help inform

practitioners regarding the applications of the unfolding model to various test and item response formats.
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Exposome burden scores to summarize environmental
chemical mixtures: Creating a common scale for cross-study
harmonization, report-back and precision environmental

health

Tuesday, 15th July - 11:30: Item Response Theory I (GH: Think 3) - Oral

Dr. Shelley Liu (Icahn School of Medicine at Mount Sinai), Dr. Katherine Manz (University of Michigan), Dr. Jessie Buckley

(University of North Carolina), Dr. Leah Feuerstahler (Fordham University)

Environmental health researchers are increasingly concerned about characterizing exposure to environmental

chemical mixtures (co-exposure to multiple chemicals simultaneously). We discuss unsupervised approaches

for quantifying an overall summary score or index that reflects an individual’s total exposure burden. Sum-

scores and principal components analysis (PCA) are common approaches for quantifying a total exposure bur-

den metric but have several limitations including the need for imputation, lack of accounting for exposure

source heterogeneity, simplistic treatment of measurement error, and discarding information in pooled anal-

yses. Meanwhile, item response theory (IRT) is a novel and promising alternative to calculate an exposure

burden score that addresses the above limitations. It allows for the inclusion of exposure analytes with high

frequency of non-detects without the need for imputation. It can account for exposure heterogeneity to calcu-

late fair metrics for all people, through assessment of differential item functioning and mixture IRT. IRT also

quantifies measurement errors of the exposure burden score that are individual-specific, such that it appropri-

ately assigns a larger standard error to an individual who has missing data on one or more exposure variables.

Lastly, IRT enhances cross-study harmonization by enabling the creation of exposure burden calculators to set

a common scale across studies, and allows for the inclusion of all exposure variables within a chemical class,

even if they were only measured in a subset of participants. Summarizing total exposure burden, through the

creation of fair and informative index scores, is a promising tool as environmental exposures are increasingly

used for biomonitoring and clinical recommendations.
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Integrating multidimensional scaling into the
multidimensional generalized graded unfolding model

Tuesday, 15th July - 11:45: Item Response Theory I (GH: Think 3) - Oral

Ms. Zhaoyu Wang (Georgia Institute of Technology)

This study enhances the Multidimensional Generalized Graded Unfolding Model (MGGUM) by integrating Mul-

tidimensional Scaling (MDS) to improve parameter estimates and reduce sample size requirements. The MG-

GUM often demands large samples, limiting its practical use in social science research with smaller datasets.

By incorporating MDS scale values, derived with pairwise similarity judgments, our approach refines MGGUM

parameter estimation within a hierarchical Bayesian framework.

Our approach employs item coordinates from an MDS configuration as the prior means for the item locations

in the estimation of MGGUM. These informative items prior distributions must have a reasonable amount of

impact on the ultimate solution of MGGUM item locations to be useful. To better determine the degree of impact

that is optimal, we examine different levels of precision for the prior distributions to identify a level at which

the informative prior distributions can improve the estimation of MGGUM item location parameters.

To evaluate this approach, we simulate item response and pairwise similarity data using previously estimated

item parameters along with varying sample sizes. Additionally, we illustrate the hierarchical framework with

real data from a physical attraction study that has previously been analyzed using the MGGUM with relatively

noninformative prior distributions. Using a data set with responses from 1,224 participants, we test the ap-

proach on randomly selected subsamples with N=300 (small) and N=1000 (large) cases.

This new approach will expand MGGUM’s applicability in psychological and social science research, enabling

robust modeling of preference and attitude data in situations with more limited sample sizes.
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Estimating marginal effects with zero-inflated Poisson models

Tuesday, 15th July - 14:30: Bayesian Methods and Their Applications (GH: Meridian 1-2) - Oral

Mr. Chendong Li (Texas A&M University), Dr. Oi-Man Kwok (Texas A&M University), Dr. Timothy Lawrence (Texas A&M

University)

In psychological and medical research, count data often include a high frequency of zero outcomes that standard

Poisson and negative binomial models cannot adequately address. The zero-inflated Poisson model improves on

these approaches by separately modeling excess zeros and the count process. However, interpreting predictor

effects for the entire population remains challenging because the model distinguishes between structural zeros

and counts from individuals who may also generate zeros. This study introduces the marginalized zero-inflated

Poisson (mZIP) model, which directly models the population mean count, allowing for straightforward inference

on overall exposure effects (Long et al., 2014). By focusing on the marginal mean, the mZIP model provides

parameter interpretations that reflect the entire population, similar to standard Poisson regression, while still

accounting for zero-inflation. Using real-world data from Bullying, Sexual, and Dating Violence Trajectories

from Early to Late Adolescence in the Midwestern United States, 2007 to 2013, we illustrate the estimation of the

mZIP model with both frequentist and Bayesian methods in R. We also discuss the differences and advantages

of these estimation strategies, concluding with limitations and future directions.
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Probabilistic projections of country-level progress to the UN
SDG indicator of minimum proficiency in reading and

mathematics

Tuesday, 15th July - 14:45: Bayesian Methods and Their Applications (GH: Meridian 1-2) - Oral

Prof. David Kaplan (University of Wisconsin - Madison), Prof. Nina Jude (University of Heidelberg), Ms. Kjorte Harra

(University of Wisconsin - Madison), Mr. Jonas Stampka (University of Heidelberg)

As of this writing, there are five years remaining for countries to reach

their Sustainable Development Goals deadline of 2030 as agreed to by the

member countries of the United Nations. Countries are, therefore, naturally

interested in projections of progress toward these goals. A variety of statisti-

cal measures have been used to report on country-level progress toward the

goals, but they have not utilized methodologies explicitly designed to obtain

optimally predictive measures of rate of change as the foundation for project-

ing trends. The focus of this paper is to provide Bayesian probabilistic pro-

jections of progress to SDG indicator 4.1.1, attaining minimum proficiency in

reading and mathematics, with particular emphasis on competencies among

lower secondary school children. Using data from the OECD PISA, as well

as indicators drawn from the World Bank, the OECD, UNDP, and UNESCO,

we compare results using both Bayesian stacking and Bayesian model aver-

aging, ultimately choosing BMA to obtain optimal estimates of the rate of

change in minimum proficiency percentages then use that estimate to create

probabilistic projections into the future. Four case study countries are also

presented.
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Meta-analyses are vital for synthesizing evidence across multiple studies, yet their validity is frequently un-

dermined by publication bias. To address this issue, we developed robust Bayesian meta-analysis (RoBMA),

which integrates multiple publication bias adjustment methods—such as selection models and PET-PEESE—

using Bayesian model-averaging (BMA). Traditionally, RoBMA employed JAGS and bridge sampling to estimate

individual models and combine them via BMA, providing a robust framework for evidence synthesis. In recent

advancements, we expanded RoBMA to incorporate meta-regression and three-level models, enabling its appli-

cation to a wide range of meta-analytic settings. However, these extensions substantially increase the model

space, rendering traditional estimation methods computationally demanding. This talk reviews these method-

ological developments and introduces a significant enhancement: spike-and-slab model-averaging for both

parameters and model components within RoBMA. Leveraging the spike-and-slab model-averaging markedly

improves computational efficiency, facilitating applications to larger samples and more complex problems.

The method retains RoBMA’s robustness while overcoming the computational bottlenecks of expanded model

spaces, delivering fast and reliable estimates. We illustrate the practical benefits of this innovation through

examples and discuss its implications for advancing meta-analytic research.
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Small Area Estimation (SAE) is a vital methodology to accurately and properly estimate subpopulations and

disaggregated datasets when the direct estimation methods are not applicable. One example of a small area in

an educational context is the subgroups with less than 62 students in the National Assessment of Educational

Progress. Due to the imprecise estimates of mean achievement for these groups the National Center of Educa-

tional Statistics does not report the mean achievement estimates for this subpopulation, which are usually the

underserved groups such as Black, Hispanic, and American Indian students.

To address this issue this study introduces a novel SABDB (Small Area Bayesian Dynamic Borrowing) approach

for estimating the mean achievement of these subgroups. Viele et al. (2014) proposed the Bayesian dynamic bor-

rowing (BDB) method to handle extensive historical or external, which was extended to large-scale assessments

by Kaplan et al. (2022) to borrow information dynamically from the historical cycles of the same assessment.

The BDB method borrows strength from more homogeneous datasets by automatically adjusting the hyperpri-

ors of the joint prior distributions. In contrast, static borrowing occurs when the priors are fixed and don’t

account for the heterogeneity or homogeneity between the historical cycles of the assessment and the current

dataset.

The current study extends BDB to spatial SAE and borrows information to estimate the subgroup of interest

from more homogeneous other subgroups. The preliminary results show that the proposed approach produces

less bias compared to non-model mean estimation. The final results will be shared during the presentation.
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When repeated measurements are available, individual-specific factor models can be estimated. Ansari et

al. (2002) introduced a multilevel heterogeneous model for confirmatory factor analysis (CFA) applied to re-

peated measurements, allowing varying means and factor loadings across individuals while maintaining an

invariant factor structure. Pan et al. (2020) extended this approach with the Multilevel Heterogeneous Factor

Model (MHFM), improving model fit by relaxing the residual covariance matrix’s diagonality assumption using

Bayesian Lasso. However, the MHFM does not incorporate covariates, which limits its practical applicability. To

address this limitation, we propose the Multilevel Heterogeneous Factor Model with Fixed Covariates (MHFMC).

By including fixed covariates, this extension enhances the power of the factor measurement model, allowing

researchers to use the MHFMC as a tool for investigating hypotheses such as how specific individual-level char-

acteristics influence factor structure. In this work, we introduce the MHFMC model, present posterior distri-

butions of its parameters, and describe the estimation algorithm. Simulation studies are conducted to evaluate

the performance of the proposed algorithm, using bias, posterior standard deviation, and root mean square

to evaluate accuracy of parameter recovery. Finally, we apply the MHFMC model to a health science dataset,

demonstrating its potential for more precise and flexible analysis in behavioral and clinical research.
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This study applies Cognitive Diagnosis Modeling (CDM) to analyze mathematics teacher assessments and evalu-

ate skill mastery across key domains: numbers, algebra, geometry, statistics and probability, and mathematical

modeling. Using response data from over 3,000 teachers from diverse qualification categories, experience lev-

els, schools, and regions, the Deterministic Inputs, Noisy “And” Gate (DINA) model was employed to classify

teachers based on their mastery of specific mathematical competencies. Results indicate that the highest mas-

tered skill is Number (76%), while Geometry (61%) is the least mastered. The probability of teachers mastering

all five skills is 57%, suggesting that a significant proportion still struggles with certain mathematical domains.

To validate the results, Item Response Theory (IRT) was used to estimate ability scores, allowing a comparison

between cognitive skill profiles and traditional proficiency measures. Correlation analysis between IRT ability

estimates and CDM mastery probabilities shows a moderately strong relationship, confirming that CDM effec-

tively distinguishes teacher competencies and aligns well with IRT-based ability scores (de la Torre & Minchen,

2014). These findings highlight notable variations in skill mastery across teacher subgroups, providing insights

for targeted professional development. The study suggests that CDM can enhance teacher assessment practices

beyond conventional scoring methods by offering detailed diagnostic feedback on specific skill areas (Javidan-

mehr & Anani Sarab, 2017).
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Cognitive diagnosis models (CDMs) aim to diagnose specific cognitive skills or attributes that a student has mas-

tered or failed to master. It aims to provide detailed profiles of students’ strengths and weaknesses. While some

studies show CDMs can provide more diagnostic information than unidimensional item response theory (IRT)

models, the comparison between CDMs and multidimensional IRT (MIRT) remains rare. CDMs and MIRT can dif-

fer in various aspects, but they both have the potential to capture students’ proficiencies in a multidimensional

space.

The goal of this study is to compare the CDM and MIRT in modeling students’ responses using a set of real data.

The data contains 1,037 middle school students’ item responses to 31 multiple-choice items in a proportional rea-

soning (PR) test. The PR test was developed under the CDM framework, with an intent to measure six different

skills.

We have applied both CDMs and MIRT models to evaluate their ability to estimate students’ cognitive skills. The

overall model-data fit was assessed using M2 and RMSEA2 indices, and the models were compared using various

information criteria, such as AIC, BIC and SABIC. Additionally, we will compare the out-of-sample prediction

accuracy of both models using cross-validation techniques. We will also examine the estimates of students’

abilities/attributes and evaluate the reliability of these estimates. This comparison, based on real-world data,

will complement existing methodological research and offer useful considerations for applied researchers in

selecting the most suitable methods for diagnostic assessments.
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Feedback is a powerful instructional tool for motivating learning. But effective feedback, requires that instruc-

tors have accurate information about their students’ current knowledge status and their learning progress. In

modern educational measurement, two major theoretical perspectives on student ability and proficiency can

be distinguished. Latent trait models identify ability as a continuous uni- or multi-dimensional construct, with

unidimensional item response theoretic (IRT) models presumably the most popular type of latent trait models.

They report a single ability score that allows for locating examinees relative to their peers on the latent ability

dimension targeted by the test. Latent trait models have been criticized for lacking diagnostic information on

students’ specific skills, their strengths and weaknesses in a knowledge domain. Cognitive diagnosis (CD) mod-

els, in contrast, describe ability as a combination of discrete skills (called “attributes”) that constitute (partially)

ordered latent classes of proficiency. The focus of CD is on collecting information about the learning progress

for immediate feedback to students in terms of skills they have mastered and those needing study. CD has been

underused in education; performance assessment still mostly relies on latent-trait-based methods. The motiva-

tion for the study reported here arose from the desire to conduct a side-by-side evaluation of the two seemingly

disparate psychometric frameworks, CD and IRT. Data from a biochemistry end-of-term exam were used for

illustration. They were fitted with multiple CD and IRT models, among them also HO-GDINA models that permit

for a close approximation to several unidimensional IRT models.
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Cognitive diagnostic models (CDM) have been successfully applied to estimating learners’ strengths and weak-

nesses on various attributes based on their test responses (Ma & de la Torre, 2020). In this project we apply

the CDM R-DINA (Najera et. al, 2023), a restricted deterministic input, noisy “and” gate parametric cognitive di-

agnosis model that functions as a comprehensive cognitive diagnostic model for classroom-level assessments,

to measure 21st century skills (21CS), such as critical thinking, creative thinking, collaborative problem solv-

ing, and information and technology skills. Despite their importance and pervasiveness in the classroom, these

skills are often embedded only implicitly, in curriculum and assessments. In this study, we explored a proce-

dure for making these embedded skills explicit in existing assessments. Our procedure involves starting with

the definition of certain 21CS. Next, for each item independent coders identify the 21CS required for a successful

response, resulting in a Q-matrix. Finally, mastery of 21CS is estimated using the students’ item scores, the Q-

matrix, and the CDM RDINA. This procedure provides an estimate of skill mastery at the aggregate (classroom)

level as well as an estimated mastery profile for each student. As a proof of concept, we applied the proce-

dure to existing course assessments. Findings indicate that some 21CS are embedded in the assessments with

high frequency and that the procedure provides valuable insights to support the development of 21CS, allowing

for identification of students requiring support, remediation, or monitoring. We conclude with a discussion of

challenges and opportunities for this procedure and future research.
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The computer-based assessment not only enables the development of innovative item types but also the collec-

tion of a broader range of records in log files throughout human-machine interactions. These granular records,

often referred to as process data, are typically stored in the form of an ordered sequence of multi-type, time-

stamped events. This multidimensional sequential data necessitates new methods to integrate information from

all dimensions simultaneously. In this paper, we introduce a new proximity computation method on process

data, the time-warped longest common subsequence (T-WLCS), inspired by music retrieval techniques. The T-

WLCS method is a revised version of the Longest Common Subsequence (LCS) algorithm, designed to account

for temporal variations in sequences. It adapts LCS principles to allow for dynamic time warping (DTW), thus

enhancing its robustness in identifying common patterns within time-dependent data. We illustrate this new

method using process data from a Japanese sample in one Problem Solving in Technology-Rich Environments

(PSTRE) item in the Program for the International Assessment of Adult Competencies (PIAAC). The T-WLCS was

found better performed than DTW and LCS in identifying homogenous behavioral patterns in clustering anal-

ysis.
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The massive use of computer-adaptive testing has contributed to revolutionizing psychometric analysis in terms

of both data collection and analysis methodologies. The National Assessment of Educational Progress (NAEP)

is one of the most well-known assessments that collect respondents’ process data, which has been extensively

analyzed (Bosch, 2021; Levin, 2021; Patel, Sharma, Shah, & Lomas, 2021; Zehner et al., 2020). Much of this work

has primarily focused on efficiency estimation and training prediction models using mainly item-level feature

engineering and person-level grouping techniques.

Some work focusing on exploring the data itself rather than training models has also focused on grouping re-

spondents’ behavior patterns on subsets of items (Wei, Zhang, & Zhang, 2024) through the use of clustering

and relating these patterns to demographics and respondent ability. With a similar goal, we expand on this

approach by first developing item-level behavior profiles using clustering-based methods (i.e., latent class anal-

ysis) for all items. Using these profiles, we explore individual trajectories from profile to profile over the course

of the test. Combining these trajectories with latent abilities and speed estimated from item responses and de-

mographic information, we characterize the respondents who comprise the individual trajectories. Preliminary

results find item-to-item variation in the structure and interpretation of the behavior profiles but also distinct

profiles within each item that represent differences in the underlying IRT-derived latent ability distributions.

Understanding usage patterns for respondents of various ability levels, demographic backgrounds, and disabil-

ity statuses may inform future item development, assistive tool design, and user interface for computerized

assessments.
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Using response time as collateral information improves the accuracy and efficiency of ability estimates (van

der Linden, 2010). However, the commonly used hierarchical approach (van der Linden, 2007) for modeling

the dependency between item response and response time, which assumes multivariate normality of traits

for speed and accuracy, often shows poor fit with empirical data. A consistent pattern observed across test

datasets is greater variability in response time among lower-ability test-takers, indicating upper-tail dependency

(Domingue et al., 2022).

This study proposes a copula-based joint model for item responses and response times. The copula framework

allows for modeling trait dependencies beyond multivariate normal assumptions. The proposed model consists

of two levels: first, the marginal distributions of item responses and response times are modeled using a two-

parameter logistic model and a log-normal model, respectively. Second, the joint distribution of latent ability

and latent speed is defined via a Gumbel copula, which accommodates upper-tail dependency. An EM algo-

rithm with stochastic approximation is implemented for parameter estimation. A simulation study evaluates

the proposed method’s accuracy in ability estimation under various conditions, comparing it to traditional ap-

proaches. By better capturing the dependency structure between latent ability and speed, the proposed method

is expected to outperform existing approaches.

This study is among the first to apply copula theory to model the dependency between latent variables, demon-

strating its potential for modeling flexible dependencies such as tail dependency and non-normal associations.

These findings can extend to broader applications in psychological and educational testing involving multivari-

ate latent variable models.
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Previous studies on process data have treated such data as cross-sectional data but ignored the fact that students’

behavioral patterns may change over time (i.e., the problem-solving process). Further, these studies have also

aggregated students’ actions across all students. Studying the change in behavior patterns as well as the vari-

ability in these patterns among students can be useful for diagnosis and remedial teaching. It can also shed

light on possible improvements for assessment designs. Therefore, we developed a multilevel longitudinal la-

tent space model (LLSM) for the analysis of process data from PISA 2012 problem-solving items where students

“reset” their answers during the problem-solving process. To fit the multilevel LLSM, we created longitudinal

network with three time points (i.e., first attempts, intermediate attempts, and final attempts) for each student.

Network size at each time point was equal to the number of all possible actions in the item. We fit this model

using a fully Bayesian Markov chain Monte Carlo algorithm.

We aim to investigate: 1) the change of the associations between some assessment characteristics and the

probability of conducting certain actions over time; 2) variability across students in these associations; and

3) how a multilevel model compares to aggregating across all students. Based on the best fitting model, our

preliminary findings suggested time-varying associations between some covariates and probability of carrying

out certain actions and that a multilevel version of an LLSM is a better fitting model than the aggregate LLSM.
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The analysis of process data is gaining increasing attention in psychometric research due to its potential to un-

cover the cognitive processes underlying different item response patterns. Among various aspects, the trade-off

between response time and accuracy in cognitive tests remains a key focus. Previous studies have shown that

response time affects accuracy and vice versa. However, these studies often treat one variable as exogenous

and the other as endogenous, imposing strong assumptions on the causal direction. In this study, we propose a

utility-maximization model based on the 3PL model, which treats both response time and accuracy as endoge-

nously determined, reflecting respondents’ optimization of test performance under the constraint of limited

total response time. The model offers intuitive predictions on how respondents allocate time across items,

aligning with prior findings. Specifically, respondents are expected to spend more time on items that (1) are

highly discriminative, (2) have low guessing probabilities, (3) exhibit high sensitivity of success probability to

time spent, and (4) have success probabilities near 0.5 without guessing. To evaluate the model’s practical utility,

we apply it to data from the Trends in International Mathematics and Science Study (TIMSS). Our results show

that the observed response times closely align with the model’s predictions, with more proficient respondents

adhering more closely to their theoretical predictions. This study introduces a novel framework to understand

how respondents manage time and accuracy trade-offs under time pressure, offering deeper insights into cog-

nitive processes during testing and advancing the analysis of process data in psychometrics.
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Researchers commonly use multi-group ordinal confirmatory factor analysis to assess if a construct is measured

on an equal basis across groups. In practice, however, some response categories are rarely—if ever—endorsed,

and this creates model convergence issues or forces analysts to drop or merge categories. This study investi-

gates if an induced-Dirichlet prior on threshold parameters can resolve these issues by stabilizing threshold

estimation under sparse ordinal data in multi-group scenarios. With controlled simulation, we experiment

with (1) the number of items with extremely sparse categories, (2) the degree of sparseness (e.g., 2% vs. 5%

endorsement), and (3) the extent of partial measurement invariance—where thresholds differ for some but not

other items between groups. We compare three threshold treatments: the induced-Dirichlet prior, sequential

normal priors, and a baseline category-collapsing approach. We contrast parameter recovery (loadings, thresh-

olds, factor means), model fit, and convergence statistics (effective sample sizes, R-hat) for both methods. The

induced-Dirichlet prior should yield tighter credible intervals, fewer convergence issues, and improved detec-

tion of partial invariance, without losing infrequently endorsed categories. Such findings would push Bayesian

multi-group methods for ordinal data forward by offering researchers a robust workbench for uncovering true

cross-group differences—even when some categories are effectively empty. Beyond simulations, we describe

how such procedures can be applied to real datasets where response style differences or cultural norms produce

skewed distributions. In totality, this research strives to make evidence-based suggestions to analysts seeking

to preserve the full ordinal scale and fully account for partial measurement invariance with sparse categorical

responses
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International Large-scale Assessments (ILSAs) collect valuable data on educational quality and performance

across countries, enabling country groups to share effective techniques and policies. A key analytical tool for

ILSAs is the Item Response Theory (IRT) model, which estimates performance distributions and group rank-

ings. However, a major challenge in IRT calibration is that some items suffer from Differential Item Functioning

(DIF), where different groups have different probabilities of endorsing items, controlling for individual profi-

ciency. To address the challenge, we novelly propose an efficient approach to multi-group DIF analysis. This

approach is statistically consistent, requires no knowledge about anchor items or reference groups, and pro-

vides uncertainty quantification for the group-specific parameters. The application to PISA 2022 demonstrates

the effectiveness of proposed method.
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Machine learning (ML) methods are increasingly being used in Differential Item Functioning (DIF) detection due

to their ability to handle complex data structures and non-linear relationships with high accuracy (Ebrahimi

et al., 2021). However, these methods require large datasets, are prone to overfitting, and tend to be less inter-

pretable compared to traditional techniques. To address the need for evaluating advancements in ML methods

for DIF detection, we systematically analyzed studies which used ML methods across various assessment set-

tings.

This study presents a comprehensive systematic review examining the application ML methods for detecting

DIF in psychological and educational assessment. Following PRISMA guidelines, we analyzed publications from

major databases including ERIC, Web of Science, EBSCOhost, PsycINFO, and PubMed/Medline. Our findings re-

veal a significant increase in ML-DIF research, with notable publication spikes in 2020 and 2023, demonstrating

growing interest in this methodology.

The review categorizes studies by research type, with mixed-method approaches (combining simulation and

applied methods) being most prevalent (13 articles), followed by applied research (11 articles) and methodolog-

ical research (8 articles). We extracted data on measurement models, item types, sample sizes, and evaluation

criteria used to assess the relative performance of ML methods against traditional DIF detection techniques.

This systematic review addresses a critical gap in psychometric literature by comprehensively evaluating ML

approaches to DIF detection across diverse fields. The findings will inform best practices for detecting measure-

ment bias in educational and psychological assessments while highlighting practical considerations for future

methodological innovations in educational and psychological measurement research.
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The Cognitive Abilities Test Form 7 (CogAT 7; Lohman, 2011) is a comprehensive assessment designed to mea-

sure verbal, quantitative, and nonverbal reasoning abilities in students from kindergarten to grade 12. Previous

research by Lakin and Gambrell (2012) investigated the CogAT 7’s picture-based item formats with a bi-factor

model analysis, particularly in younger grades (K-2), to understand their ability to capture specific reasoning

domains alongside a general reasoning ability. Building upon this foundation, our study extended the explo-

ration of the CogAT 7 by examining measurement invariance across gender, race, and socioeconomic status (SES)

within a bi-factor model. Employing Alignment Structural Equation Modeling (ASEM; Asparouhov & Muthén,

2022), an extension of Alignment Optimization (AO; Asparouhov & Muthén, 2014), we analyzed Level 9 data

from the 2010 national standardization of the CogAT 7, comprising 5537 third-grade students. Our findings

revealed that 8% of the model parameters were identified as non-invariant, supporting the partial measure-

ment invariance of the Level 9 items of the CogAT 7 in measuring general fluid reasoning, verbal, quantitative,

and nonverbal abilities across diverse demographic backgrounds. The application of ASEM in bi-factor models

showcased its ability to handle multiple groups simultaneously with complex models. These results contribute

to our understanding of cognitive assessment practices, emphasizing the importance of developing and inter-

preting cognitive tests in ways that account for the multifaceted nature of student identities and experiences.

Such insights are crucial for creating equitable assessment frameworks and supporting diverse student popu-

lations.
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Statistical analyses assume that group-level results would apply to individuals, a concept related to ergodicity,

where between-person variability is assumed to be identical to within-person variability. For ergodicity to be

held, (1) stationarity—constant means and variances over time—and (2) identical dynamic systems—all indi-

viduals sharing the same statistical properties—must be satisfied. In Molenaar (2008), it was shown that, in the

non-ergodic situations (i.e., heterogeneous populations), the impact is not well reflected by standard analysis

models (e.g., ANOVA, regression, factor analysis models, etc.). These results were also reported in Molenaar

(1997; 1999). In spite of this warning, ergodicity has been ignored. Similar and related issues can be found in

measurement invariance. For example, factor analytic approach has been predominantly used to verify mea-

surement invariance (MI) in longitudinal or cross-sectional studies. However, in longitudinal settings, verifying

MI over time is known as a complex process, and it is even difficult to meet the conditions required for MI, which

makes it challenging to apply in longitudinal models. In Molenaar (1999), it was found that the greater effect of

heterogeneous populations, the more it influences model fit, which suggested that this effect is likely to impact

the MI verification process.

This study combines two related issues and examines the effects of non-ergodicity and MI by applying Monte

Carlo simulations. Furthermore, by analyzing cross-sectional and longitudinal MI validation processes, we aim

to empirically demonstrate the challenges posed by heterogeneity and discuss the limitations of current MI

validation methods.
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The assumption that a scale has interval properties is implicit whenever a scale is being used to support infer-

ences about magnitude. Two approaches commonly taken to evaluate the equal-interval assumption differ in

their conceptual rationales. In an axiomatic approach one attempts to satisfy the conditions of additive conjoint

measurement. In a pragmatic approach one focuses on the extent to which uses of the scale are sensitive to a

variety of plausible non-linear transformations. I introduce and illustrate four principles that define a hybrid

approach: (1) The meaning of scale intervals should build from a theoretical understanding of the construct of

measurement. (2) The intervals between items should be invariant to the criterion used to locate them on the

scale. (3) The generalizability of a reference distance should depend upon the strength of item location predic-

tion by design variables. (4) The unit of measurement for a scale should always be interpretable relative to at

least one item-based reference interval. The hybrid approach borrows from the axiomatic approach the idea

that there need to be falsifiable criteria that can be used to evaluate the extent to which differences at various

locations along a scale can be plausibly given an invariant interpretation; it borrows from the pragmatic ap-

proach in acknowledging that this invariance will only be approximate, and uses item mapping to establish a

variety of candidate distances that differ in their substantive qualitative interpretations.
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Standardized assessments are an integral part of modern civilization. However, there are rising concerns about

inequities fostered by these assessments (e.g., Bennett, 2023; Buzick et al., 2023; Hughes, 2023). One alternative

of standardized assessments is culturally responsive assessments, which are assessments that evaluate students’

knowledge, skills, and understanding in a way that takes into account their unique cultural identities. This ex-

ploratory study details the adaptation of National Assessment of Educational Progress (NAEP) Grade 8 Mathe-

matics items to make them more culturally responsive to Hispanic cultural contexts. Through a study conducted

with several hundred eighth-grade students across several U.S. states, we evaluated the impact of cultural con-

text on student performance and student behavior during testing. The paper concludes with considerations for

future research and methodology refinements.
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An update on Jaeger & Hendricks: Publishing in psychological
measurement

Tuesday, 15th July - 15:00: Conceptual Issues in Measurement (GH: Think 4) - Oral

Mrs. Victoria Quirk (University of Illinois Urbana-Champaign), Ms. Hahyeong Kim (University of Illinois Urbana-Champaign),

Ms. Xinchang Zhou (University of Illinois Urbana-Champaign)

Thirty years ago, Jaeger & Hendricks (1994) published an essential resource for graduate students and early

career professionals in educational measurement, The Publication Process in Educational Measurement. Their

paper examined the importance of publishing, the journal publication process, and strategies for selecting a

journal in educational measurement.

While Jaeger & Hendricks (1994) remains a crucial guide, its narrow focus on educational measurement, re-

liance on expert opinion and informal editor communications, and lack of updates since its original publication

underscore the need for a broader and more systematic literature review of contemporary psychometric pub-

lications.

Our literature review expands on the original article in three ways. First, we broaden the scope beyond educa-

tional measurement contexts. In addition to the original authors’ chosen educational measurement journals,

we also survey research from more broadly focused journals in psychological measurement, e.g. Multivariate

Behavioral Research and Structural EquationModeling. Second, we provide a systematic review of psychometric

literature published in 2024. From these articles and information available on current journal websites, we out-

line a general model of the modern publication process in psychometrics, identify current trends in study types

and keywords, and provide detailed metrics on the contributions and statistical complexity of articles across

journals. Third, we update recommendations for current researchers, including guidelines for the digital pub-

lication process. By reviewing a broader scope of contemporary publications in psychometrics, we provide

a comprehensive overview of the journal selection and publication process for a new generation of graduate

students and early career professionals in measurement.
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Dynamic value-added in school effectiveness: A model-free
approach

Tuesday, 15th July - 14:30: Dynamic Value Added Models (GH: Think 5) - Oral

Dr. Sebastien Van Bellegem (LIDAM/CORE, UC Louvain)

This talk addresses the concept of school effectiveness through the notions of school and teacher effects, as well

as value-added. These concepts have traditionally been studied within the framework of hierarchical linear

models (HLM).

In this work, we consider longitudinal studies where multiple measurements at the pupil level are available over

time. In this context, we introduce the notion of dynamic value-added, which evolves over time, and explore

various modeling strategies to define and estimate it. The key questions we investigate are:

• What are the sources of variation in value-added over time? Do these variations reflect genuine changes

in school performance, or do they stem from other factors?

• Does an increase in value-added indicate an actual improvement in school effectiveness?

To address these questions, we adopt a model-free definition of value-added, based on conditional expectations.

By “model-free,” we refer to a definition that relies solely on properties of the statistical conditional distribution,

making it well-defined even in the absence of an explicit statistical model.

When applying this approach to specific models, we employ autoregressive-like HLM modeling. We discuss

different modeling strategies to answer the above questions and examine the assumptions required to identify

and estimate value-added over time while distinguishing genuine school effects from other sources of variation.

Finally, we illustrate our results using data from the Chilean education system.
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Temporally dynamic, cohort-varying value-added models

Tuesday, 15th July - 14:30: Dynamic Value Added Models (GH: Think 5) - Oral

Dr. Ernesto San Martin (Pontificia Universidad Católica de Chile)

We aim to estimate school value-added dynamically in time. Our principal motivation for doing so is to estab-

lish school effectiveness persistence while taking into account the temporal dependence that typically exists

in school performance from one year to the next. We propose two methods of incorporating temporal depen-

dence in value-added models. In the first we model the random school effects that are commonly present in

value-added models with an auto-regressive process. In the second approach, we incorporate dependence in

value-added estimators by modeling the performance of one cohort based on the previous cohort’s performance.

An identification analysis allows us to make explicit the meaning of the corresponding value-added indicators:

based on these meanings, we show that each model is useful for monitoring specific aspects of school per-

sistence. Furthermore, we carefully detail how value-added can be estimated over time. We show through

simulations that ignoring temporal dependence when it exists results in diminished efficiency in value-added

estimation while incorporating it results in improved estimation (even when temporal dependence is weak).

Finally, we illustrate the methodology by considering two cohorts from Chile’s national standardized test in

mathematics.
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Bayesian approach to modeling dynamic group membership
in nonlinear random effects models

Tuesday, 15th July - 14:30: Dynamic Value Added Models (GH: Think 5) - Oral

Prof. Nidhi Kohli (University of Minnesota), Dr. Corissa Rohloff (Human Resources Research Organization (HumRRO)), Prof.

Eric Lock (University of Minnesota)

Crossed random effects models (CREMs) are a useful statistical approach for analyzing complex longitudinal

data structures, allowing researchers to account for the influence of dynamic group membership on individual

outcomes. However, there is a critical gap in the existing literature regarding the specific data conditions re-

quired to reliably

identify these models, particularly the group effects, in a longitudinal context. This gap is significant, as future

applications to real data must account for these conditions to ensure accurate and precise model parameter

estimates, especially concerning the group effects on individual outcomes. Additionally, existing CREMs do

not accommodate intrinsically nonlinear growth patterns. Therefore, this study develops a Bayesian piecewise

CREM for modeling intrinsically nonlinear growth and identifying the data conditions necessary for the empir-

ical identification of nonlinear longitudinal CREMs. An applied example using

real data, along with three simulation studies, is presented to assess the data conditions for estimating piece-

wise CREMs. Results indicate that the number of repeated measurements per group significantly influences the

ability to recover group effects.
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Improving the evaluation of construct change over time:
Comparing longitudinal moderated nonlinear factor analysis

to the conventional first-order growth model

Tuesday, 15th July - 14:30: What Can Parameter Moderation do for You? (GH: Think 3) - Oral

Dr. Siyuan Marco Chen (Duolingo), Dr. Daniel J. Bauer (University of North Carolina at Chapel Hill)

Conventional growth curve models, often fitted to sum or mean scores of scale responses, do not account for

potential changes in item measurement unrelated to construct growth (i.e., differential item functioning; DIF).

An untested assumption is that the construct is stably measured over time. When this assumption is incorrect,

estimates of construct change obtained from conventional growth models may be biased. To address this is-

sue, we recently proposed a new, flexible second-order growth model based upon a longitudinal extension of

moderated nonlinear factor analysis (MNLFA; Chen & Bauer, 2024) that allows for DIF from categorical or con-

tinuous covariates that may or may not vary over time (e.g., sex, age, age × sex). Further, we applied Bayesian

regularization to evaluate DIF effects across multiple sources simultaneously without imposing item equality as-

sumptions (i.e., anchor items). In this paper we present a simulation study to validate the model’s performance

in detecting DIF over time and between groups. Results indicate that the proposed approach effectively detects

DIF without predetermined anchor items and avoids the biased growth estimates consistently observed for con-

ventional models fitted to mean scores. We demonstrate the utility of the method in an empirical example on

child externalizing behaviors.
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Advancing a general framework of parameter moderation

Tuesday, 15th July - 14:30: What Can Parameter Moderation do for You? (GH: Think 3) - Oral

Dr. Ethan McCormick (University of Delaware), Dr. Gregory R. Hancock (University of Maryland)

Parameter moderation (e.g., MIMIC models, MNLFA) techniques are often applied as diagnostic tools for as-

sessing the measurement properties of instruments. In both the history of their development and common

implementation, these parameter moderation techniques focus on identifying individual parameters, items, or

overall measures that show some sort of measurement non-invariance. While this granular focus serves several

important goals in measurement science, the promise of parameter moderation for advancing our understand-

ing of phenomena is much broader than individual parameters or measurement science alone. Here we develop

a larger framework for parameter moderation, and its uses across a broad class of models, from simple path

analytic regression models (e.g., mediation), to measurement modeling, and indeed whole-model information

(e.g., the likelihood). Specifically, we demonstrate how the machinery of parameter moderation allows us to ask

questions of moderation at different levels of abstraction, ranging from individual model parameters, to com-

plex model-derived information, such as reliability and fit. Our treatment focuses on both practical technical

approaches to estimate these effects reliably, as well as the conceptual landscape that these techniques open to

investigation.
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Individual variability as a moderator of latent structural
relations

Tuesday, 15th July - 14:30: What Can Parameter Moderation do for You? (GH: Think 3) - Oral

Mr. Joshua R. Shulkin (University of Maryland), Dr. Gregory R. Hancock (University of Maryland)

Researchers in the social and behavioral sciences, and beyond, are often more interested in intraindividual or

intragroup variability as the focus of their research questions rather than in individual or group means. For

example, health researchers may wish to examine consistency in the number of hours of sleep adolescents

get across a week, or military researchers might focus on homogeneity of squad members’ trust in their team

leader. Latent random variability models (Feng, 2023; Feng & Hancock, 2024) use multilevel structural equa-

tion modeling to parameterize variability (in measured or latent variables) as a latent variable, which allows

variability to be incorporated as an outcome, predictor, or even mediator within a broader structural equation

model. The current paper adds to the versatility of latent random variability models, employing the principles

underlying Moderated Nonlinear Factor Analysis (MNLFA) to allow variability to act as a moderator of latent

structural relations, using Bayesian estimation within the Blimp software package (Keller & Enders, 2021). This

approach could be used to address questions such as whether the impact of adolescents’ motivation on academic

achievement is moderated by variability in mood. An example using empirical data is presented to illustrate

the estimation procedures and interpretation of relevant moderation parameters.
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Generalizing the specification and estimation of item
heterogeneity models with parameter moderation

Tuesday, 15th July - 14:30: What Can Parameter Moderation do for You? (GH: Think 3) - Oral

Dr. Sanford Student (University of Delaware)

Recent studies have proposed studying the impact of interventions at the item level instead of or in addition to

at the test level. Consider a typical randomized controlled trial in which a control and treatment group have had

a relevant outcome measured via a test or survey consisting of multiple indicators of an underlying construct.

The premise of these studies is that there is additional information to be learned about the items most or least

influenced by the intervention, and that this information can be informative for understanding how, where,

and to what extent the intervention works.

This paper focuses on the framework of Ahmed et al. (2024), who approach the estimation of item-treatment in-

teractions through the lens of differential item functioning (DIF) via a multiple-group one-parameter logistic IRT

model. This paper demonstrates that the models used in Ahmed et al.’s study are isomorphic with moderated

nonlinear factor analytic models that can be estimated as multiple-indicator, multiple-cause models with linear

and nonlinear constraints to capture moderation of model parameters. Basing model specification and esti-

mation on an MNLFA approach instead of estimating the models as multiple-group IRT models enables several

useful extensions including cluster-robust inference, differing item discriminations, nonuniform DIF represent-

ing item-specific variance impact, the extensive capabilities of model constraints in a software such as Mplus,

and regularization of parameters to enable simultaneous estimation of a main intervention effect and devia-

tions from this effect that represent item-level heterogeneity. A real data analysis from a randomized controlled

trial illustrates these affordances.
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On structural misspecifications in latent variable mediation
analysis

Wednesday, 16th July - 09:00: Mediation Analysis (GH: Meridian 1-2) - Oral

Mr. Bing Cai Kok (University of North Carolina), Prof. Kenneth Bollen (University of North Carolina), Dr. Oscar Gonzalez

(University of North Carolina), Mr. Alejandro Martinez (University of North Carolina)

Recent advances in causal inference have generalized mediation analysis to include non-linear interaction

terms. Estimation, however, is complicated in the presence of latent interactions. This issue is particularly

salient in psychology where a latent mediating construct is only indirectly accessible via a set of observed indi-

cators. To remedy this, a multiple-group approach has been advocated for when the interventional variable is

binary. Yet, this approach has been validated only in scenarios where the model structure is correctly specified.

It is unknown how robust this approach is when structural misspecifications - such as missing paths or omitted

correlated errors - are present in the mediation model.

In this work, we conducted a simulation study to examine if and how common structural mispecifications can

affect conclusions about mediation in this multiple-group setting. Two different estimators were considered:

(1) the standard Maximum Likelihood (ML) estimator and (2) the Model-Implied Instrumental Variable (MIIV)

estimator. Results indicate that the standard ML estimator works well in the absence of structural misspecifica-

tions, but its performance degrades substantially (i.e. relative bias increases) when certain types of structural

misspecifications are present. In contrast, we demonstrate how the MIIV estimator can perform well even in

the presence of structural misspecifications. These results also extend to cases where models for ordinal data

are considered.
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Advancing multiple-group mediation using Bayesian
regularization

Wednesday, 16th July - 09:15: Mediation Analysis (GH: Meridian 1-2) - Oral

Ms. Emma Somer (McGill University, Montreal, Canada), Prof. Milica Miocevic (McGill University, Montreal, Canada), Prof.

Carl Falk (McGill University, Montreal, Canada)

Partial measurement invariance is a crucial prerequisite for comparing structural relationships across multiple

groups. Recently, frequentist regularization approaches, such as the lasso and elastic net, have been extended

to the measurement invariance framework and involve applying a penalty function to differences across item

intercepts and loadings to improve the detection of non-invariant items. Despite their promising performance,

frequentist regularization approaches may produce biased estimates and pose challenges for inference due to

the unavailability of standard errors in some conditions. To address these limitations, Bayesian regulariza-

tion methods have recently been extended to the differential item functioning framework. This study builds

on previous work by evaluating the performance of Bayesian regularization approaches in terms of the bias,

efficiency, and coverage of the indirect effect in a multiple-group single mediator latent variable model. We

compare Bayesian regularization approaches – small-variance priors, Laplace priors, Bayesian adaptive lasso,

spike-and-slab (SSP), and horseshoe priors. We vary the sample size (N = 200 and 500), proportion (1/3 and 2/3)

and magnitude (small or large) of noninvariance, and the value of the indirect effect (ab = 0 or 0.144). Prelimi-

nary findings suggest that adaptive lasso and horseshoe priors produce lower bias and adequate coverage of the

indirect effect under large proportions and magnitudes of noninvariance, whereas small-variance priors expe-

rience more difficulty. Additionally, small variance priors had biased latent means and intercepts under some

conditions. The study provides recommendations for researchers estimating indirect effects in the presence of

measurement noninvariance.
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Nonlinear mediation model with Bayesian P-splines

Wednesday, 16th July - 09:30: Mediation Analysis (GH: Meridian 1-2) - Oral

Dr. Qijin Chen (Sun Yat-sen University), Dr. Siyi Wang (Sun Yat-sen University), Prof. Junhao Pan (Sun Yat-sen University), Prof.

Edward Ip (Wake Forest University)

Traditionally, mediation analysis has been based on linear hypotheses, which, while useful, often fail to capture

the complexity of human behavior. In many applications of behavioral science, linear models are inconsistent

with the nonlinear dynamics observed data. For instance, when investigating whether emotional regulation

mediates the relationship between work stress and job satisfaction, high emotional regulation may boost job

satisfaction under low stress. However, under high stress, even strong emotional regulation may limit or re-

duce satisfaction. To address the limitations of linear mediation processes, the current research introduces

a nonlinear mediation model. Within the framework of structural equation modeling, Bayesian P-splines are

used to model the direct effect between the independent variable and mediator, the mediator and outcome,

and the independent variable and outcome. The proposed approach does not require prespecifying a partic-

ular functional form for these relationships. To solve the complexity in estimating the nonparametric model,

data augmentation and Markov chain Monte Carlo techniques are employed. We conducted simulation studies

to evaluate the model’s performance under various conditions, including different sample sizes and forms of

direct effects. The results are compared with those from traditional parametric nonlinear models. Addition-

ally, empirical data about emotion is used to demonstrate how the proposed model can be applied in real-world

research.
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Investigating the impact of cross-loadings on model fit and
mediation inferences in the latent mediator model

Wednesday, 16th July - 09:45: Mediation Analysis (GH: Meridian 1-2) - Oral

Ms. Qiulin Lu (University of South Carolina), Dr. Amanda Fairchild (University of South Carolina), Dr. Dexin Shi (University of

South Carolina)

Cross-loadings are a common phenomenon in psychological research. Extant studies have focused primarily on

measurement models, like confirmatory factor analysis (CFA), and have shown that omitted cross-loadings can

bias the inter-factor correlation. These results suggest that omitted cross-loadings might likewise bias structural

paths in other structural equation models (SEMs), but this area remains under-investigated. Such an effect could

impact the evaluation of third variable effects, like mediation, when estimated in a SEM framework.

Our study addresses this gap by examining the effects of cross-loadings in single, latent mediator model in a

simulation study. We compare the performance of conventional SEM and Bayesian SEM (BSEM) approaches in

the presence of omitted cross-loadings on the mediator through a simulation study with manipulation on the

location, number, and magnitude of cross-loadings, as well as the magnitude of structural paths in the model.

Study outcomes are model fit, estimation bias, Type I error rates, and power in relation to making mediation

effect inferences. Results show that the additional modeling flexibility afforded by BSEM yields better statisti-

cal performance. Results provide insights into recommended strategies for managing cross-loadings in latent

mediator models, as well as suggest directions for future research in more complex mediator models within

simulation studies.
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Longitudinal heterogeneous mediation analysis with latent
mediators and a time-to-event outcome

Wednesday, 16th July - 10:00: Mediation Analysis (GH: Meridian 1-2) - Oral

Dr. Rongqian Sun (Shenzhen University), Dr. Xinyuan Song (Chinese University of Hong Kong)

This study proposes a semiparametric joint modeling approach to conducting mediation analysis with longi-

tudinal multivariate data, addressing the complexities of time-varying latent mediators, a time-to-event out-

come, and heterogeneity in the path-specfic effects across individuals. Time-varying latent mediators are char-

acterized from multivariate longitudinal surrogates using factor analysis. We then introduce semiparametric

Bayesian ensemble of trees into growth curve models to flexibly capture the unknown trajectory of the time-

varying latent mediator and their associations with the exposure and individual covariates. The dynamics of the

latent mediators are subsequently linked to the time-to-event outcome through a proportional hazards model

with Bayesian additive regression trees. To detect potential heterogeneity, individual-specific interventional

effects are identified on the scale of the logarithm of hazards and survival probability across direct and indirect

causal pathways. We propose an efficient Markov chain Monte Carlo algorithm to estimate the conditional aver-

age interventional effects through the mediation formula. The empirical performance of the proposed method-

ology is validated through extensive simulation studies. We apply the proposed method to a real-world dataset

to further demonstrate its utility in quantifying longitudinal mediation mechanism involving latent variables

and potential heterogeneity.
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Comparing symptom network structure across multiple
psychiatric disorders

Wednesday, 16th July - 09:00: Network Models I (GH: Meridian 3-4) - Oral

Dr. Hao Luo (University of Waterloo), Prof. Björn Andersson (University of Oslo), Dr. Chris Perlman (University of Waterloo),

Prof. John Hirdes (University of Waterloo)

The network approach to psychopathology conceptualizes psychiatric disorders as complex dynamic systems

of causally connected symptoms and has recently gained prominence as an alternative to the traditional disease

model. However, existing empirical investigations are often limited to small samples, a specific psychiatric diag-

nosis (particularly depression), or a small number of symptoms taken directly from pre-existing scales. Robust

evidence on how symptom networks differ between disorders remains scarce. This study aims to generate large-

scale evidence on symptom networks across multiple psychiatric disorders, using population-representative

data from 325,166 individuals across three Canadian provinces (Ontario, Newfoundland and Labrador, and

Manitoba). Data were collected between 2005 and 2024 through the interRAI Mental Health assessment, which

is used in inpatient mental health settings to support care planning. The assessment, routinely administered at

admission, discharge, every 90 days, and when a clinically significant change occurs, includes 33 mental state

indicators that measure the frequency of symptoms observed in the past three days. Examples of symptoms are

inflated self-worth, hyperarousal, irritability, obsessive thoughts, hallucinations, and delusions. We estimate

network structures across psychiatric disorders (e.g., mood disorders, anxiety disorders, schizophrenia, and

substance-related disorders) with L1 regularization by gender and age group. We examine network character-

istics, including network connectivity and node centrality, and assess invariance in network structures, edge

strength, and global strength with network comparison tests. The findings may have direct implications to the

diagnosis and treatment of psychiatric disorders. The research also lays the foundation for future longitudinal

investigation on within-subject networks across the continuum of care.
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Degree distributions in psychological networks

Wednesday, 16th July - 09:15: Network Models I (GH: Meridian 3-4) - Oral

Dr. Jonathan Park (The University of California, Davis), Dr. Mijke Rhemtulla (The University of California, Davis)

Network analysis has emerged as a novel methodological tool in the social and behavioral sciences for its inter-

pretability and relative simplicity. A key result of a network analysis is a set of estimated centrality indices that

quantify the “importance” of individual nodes or symptoms to the network. The relevance of centrality indices

has been debated in recent years due to results in support and against the utility of centrality-based measures

for identifying meaningful intervention targets in psychological networks.

A missing component in this discussion is on a more fundamental aspect of networks: their underlying de-

gree distributions. Formally, many real-world networks ranging from the electrical grid to biological systems

self-organize into degree distributions such as power-laws, small worlds, or random graphs. The degree dis-

tribution of a network, then, plays a significant role in whether certain centrality metrics are effective or not

as targets of intervention. However, despite this well-established precedent, the degree distribution of psycho-

logical networks is still relatively understudied. Further, simulation studies of network analysis do not often

discuss their data-generating degree distributions and—often—make use of random sampling for populating

the network structures. This may have implications for the relevance of simulation-based results to real-world

data if psychological networks do not follow random degree distributions.

To address this gap, we conducted a simulation study where partial correlation networks were generated fol-

lowing the degree distributions. We then assessed the impact of network structure on stability and intervention

metrics. Findings and implications are discussed.
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Neighborhood selection in cross-sectional network analysis
for ordinal data

Wednesday, 16th July - 09:30: Network Models I (GH: Meridian 3-4) - Oral

Mr. Kai Jannik Nehler (Goethe University Frankfurt), Mr. Martin Schultze (Goethe University Frankfurt)

Network estimation in cross-sectional data is most commonly performed using regularization techniques (e.g.,

Friedman et al., 2008; Williams, 2020). As an alternative, neighborhood selection based on node-wise regres-

sions with model selection via the Bayesian Information Criterion (BIC) has been proposed (Williams et al.,

2020). This approach was recently extended to account for missing data (Nehler & Schultze, 2024), thereby

broadening its applicability in empirical research. However, existing evaluations have primarily focused on

continuous, multivariate normally distributed data. Dedicated neighborhood selection approaches for ordinal

data are still lacking (e.g., Isvoranu & Epskamp, 2023), despite the prevalence of such variables in psychological

research. In this talk, we discuss the performance of neighborhood selection using BIC with ordinal data, con-

sidering both scenarios with and without missing values. Under full data conditions, a customized approach

for ordinal data is compared to the existing estimation method, which assumes continuous variables (Williams

et al., 2020). In conditions with missing values, we evaluate techniques based on maximum likelihood estima-

tion and multiple imputation, both of which have already demonstrated strong performance with continuous

data (Nehler & Schultze, 2024), testing their robustness in situations with ordinal data. The performance of the

proposed methods is evaluated through a comprehensive simulation study that varies factors such as network

size, number of observations, and proportion of missing data. Evaluation criteria include the accuracy of edge

set identification as well as potential biases in estimated edge weights and strength values.
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The impact of measurement error in dynamic network models

Wednesday, 16th July - 09:45: Network Models I (GH: Meridian 3-4) - Oral

Ms. Reeta Kankaanpää (University of Turku), Ms. Jill de Ron (University of Amsterdam), Ms. Ria H. A. Hoekstra (University of

Amsterdam), Dr. Riet van Bork (University of Amsterdam)

Dynamic network models have become increasingly popular in understanding the development and treatment

of mental disorders, as they allow for a more active view of symptom interactions over time. However, many

of these models rely on single indicators per node, which can lead to biased estimates due to measurement

error. While the impact of measurement error has been widely studied in cross-sectional networks, its influ-

ence on dynamic models remains unclear. This study aims to investigate the effects of measurement error on

the estimation of network parameters in longitudinal models, focusing on temporal, contemporaneous, and

between-subject relations. We hypothesize that measurement error will introduce bias across all levels of the

network, with smaller bias observed in models that use multiple indicators per node. To test the hypothesis, we

will conduct two simulation studies: one with time-series data (N=1) and another with panel data (N>1). These

simulations will compare models that use single indicators to those that incorporate multiple indicators, such

as average scores, factor scores, plausible values and latent variables. By examining how measurement error

affects the estimation of temporal relations, which are crucial for identifying potential mechanisms for psycho-

logical interventions, our study will contribute valuable insights into the design of more accurate and robust

longitudinal network models. The results of this study will offer recommendations for applied researchers, par-

ticularly in how to minimize bias by using multiple indicators when studying intervention mechanisms over

time.
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The invariance partial pruning approach to the network
comparison in longitudinal data

Wednesday, 16th July - 10:00: Network Models I (GH: Meridian 3-4) - Oral

Mr. Xinkai Du (University of Oslo), Dr. Sverre Urnes Johnson (University of Oslo), Dr. Sacha Epskamp (National University of

Singapore)

Network models in time-series and panel data have been powerful tools to investigate the dynamical relations

among variables. A common goal of empirical research is to compare the networks of different groups, such

as treatment and control, to understand how inter-variable relations are shaped by external factors. However,

existing methods for comparing idiographic networks are restricted to global tests, which lack the capacity to

identify the precise location of edge heterogeneity. Furthermore, there is a lack of easily applicable methods to

compare networks from panel data where just a few time-points are available per person. We therefore present

the invariance partial pruning (IVPP) approach, which first evaluates heterogeneity globally with the network

invariance test, and then determine the exact locus of heterogeneity at the edge level with partial pruning.

Through simulation studies, we discovered that network invariance test based on AIC performed well. BIC

performed similarly well but also showed insufficient power to detect smaller true differences at small sample

sizes, and LRT was prone to false discovery when detecting the edge differences in sparse networks. Comparison

with the fully constrained model revealed superior performance than comparison with the fully unconstrained

model. Partial pruning successfully uncovered specific edge difference with high sensitivity and specificity. We

conclude that IVPP is an essential supplement to the existing network methodology by allowing the comparison

of networks from both time-series and panel data, and also allowing the test of specific edge difference. We

implement the algorithm in the R-package IVPP.
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AI-GENIE: A simulation study on the fully automatic scale
development methodology

Wednesday, 16th July - 09:00: Generative Psychometrics: Advancing Psychological Scale Development Through
Large Language Models (MAC: Johnson) - Oral

Ms. Lara Russell-Lasalandra (University of Virginia)

The rapid advancement of artificial intelligence (AI), particularly large language models (LLMs), has introduced

powerful tools for various research domains, including psychological scale development. This study presents a

fully automated method to efficiently generate and select high-quality, non-redundant items for psychological

assessments using LLMs and network psychometrics. Our approach called, Automatic Item Generation and Val-

idation via Network-Integrated Evaluation (AI-GENIE), reduces reliance on expert intervention by integrating

generative AI with the latest network psychometric techniques. The efficacy of AI-GENIE was evaluated through

Monte Carlo simulations using the Mixtral, Gemma 2, Llama 3, DeepSeek, GPT 3.5, and GPT 4o models to gen-

erate item pools that mimic Big Five personality assessment. The results demonstrated improvement in item

selection efficiency, with overall average increases of 9.78-17.80 and final values of 71.24 - 94.46 in normalized

mutual information (NMI) in the final item pool across all models.

68



2025 International Meeting of the Psychometric Society

Empirical validation of AI-GENIE
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Dr. Alexander Christensen (Vanderbilt University), Ms. Lara Russell-Lasalandra (University of Virginia), Dr. Hudson Golino

(University of Virginia)

Simulation evidence for AI-GENIE demonstrates a consistent improvement to both the alignment of item content

with the theoretical concepts as well as the psychometric robustness of the underlying structure. Despite this

evidence, conclusions about the psychometrics are limited to the relationships in the embeddings. This talk

discusses the empirical evidence for the psychometric robustness of the items generated by AI-GENIE. Five

different large language models (LLMs) were used to generate five Big Five personality short form scales. Each

scale was administered to an independent, nationally representative sample (in the U.S.; Ns = 1,000). The results

indicate that the theoretical Big Five structures were robust for the majority of the LLMs. This finding provides

empirical evidence that supports the connection between the meaning of item content in high-dimensional

embeddings and how people interpret them. Broader conclusions are drawn about the application of AI-GENIE

to other psychological phenotypes.
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Large Language Models (LLMs) have shown promise in text clustering and dimensionality analysis through

embeddings, yet their potential for optimization remains largely unexplored. We conducted a comprehensive

simulation study to enhance the accuracy of LLM embeddings in trait mapping using Dynamic Exploratory

Graph Analysis (Dynamic EGA). The simulation generated 200 items across 4 traits of Narcissistic Personal-

ity, randomly selecting 3-40 items per dimension. We analyzed 1,040,000 combinations across 260 embedding

values (3-1300) in a 1536-dimensional space. Performance was evaluated using Total Entropy Fit Index (TEFI)

and Normalized Mutual Information (NMI). Vector field analysis revealed complex dynamics between TEFI and

NMI, with optimal performance occurring in regions of moderate TEFI values and NMI above 0.5. The number

of items per dimension showed peak performance between 10-20 items, while embedding dimensions exhibited

non-linear relationships with both metrics. A weighted scoring system prioritizing NMI (70%) over TEFI (30%)

significantly outperformed traditional cross-sectional embedding approaches. The optimization demonstrated

improved accuracy in concept mapping while maintaining structural stability, suggesting a promising direction

for enhancing LLM-based text analysis methods.
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Predictive capacity studies are typically conducted using a correlation coefficient or a linear regression coeffi-

cient, assuming a constant relationship between admission test scores and academic performance across the

score scale. However, this assumption may obscure nonlinear patterns in the relationship, such as the stability

of performance at higher scores or the difficulty of improving academic outcomes at lower scores.

This study focuses on predicting students’ academic progress rate using a beta regression model, which effec-

tively captures the continuous and bounded nature of the dependent variable. To assess the impact of test

scores on the progress rate, we employ the marginal effect, which measures the rate of change in academic

progress as scores vary. Unlike traditional approaches that summarize predictability with a single coefficient,

this study identifies in which segments of the score scale the impact on academic progress is greater or smaller,

providing a broader view of the relationship between both variables and enabling a better understanding of

the connection between admission test scores and academic performance.
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When evaluating the predictive capacity of a test in the presence of groups, it is important to consider how group

structure—such as differences in program selectivity, student composition, or the difficulty of each academic

program—may influence the relationship between admission test scores and academic performance. These

factors shape both individual outcomes and broader differences across programs, affecting how predictive re-

lationships are interpreted.

Standard approaches typically compare correlation or regression coefficients across groups or estimate a sin-

gle coefficient assuming a homogeneous population. However, comparing coefficients does not explicitly model

how group composition influences predictions, while a single-coefficient approach overlooks structural differ-

ences that affect predictability.

We propose a method that explicitly incorporates group structure into the evaluation of predictive capacity.

Using a decomposition of the marginal effect based on the law of total probability, we separate the impact of test

scores into two components: a within-group effect, which measures how academic performance varies with test

scores within each program, and a between-group effect, which captures how test scores explain differences in

average predictions across groups and influence the probability of a student belonging to a particular program.

Applying a beta regression model, we estimate these effects and assess in which parts of the score scale they are

significantly different from zero. This approach provides a better understanding of how test scores impact aca-

demic performance within each group and how structural differences between groups influence predictability,

revealing patterns that traditional methods fail to capture.
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In most test situations, items have a fixed ground truth. However, in scenarios involving judgment under uncer-

tainty, the ground truth may be noisy. The answer key in such situations is a random variable, and the optimal

response is its expectation. One solution to reducing the noisiness of such answer keys is to use the wisdom of

the crowd: the aggregate response from a group of people, rather than the ground truth. To demonstrate this, we

simulated 1,000 forecasters, each defined by a skill parameter, theta, drawn from a normal distribution, which

determined the expected distance between an item’s expected outcome and their response. We generated 1,000

items, simulated each forecaster’s distributional forecast on each item, and scored each forecast using a strictly

proper scoring rule. We then repeatedly sampled groups of N = 1–64 forecasters and K = 1–64 items and scored

their forecasts based on the absolute distance between their response and the aggregate forecast of the sub-

group. We found that using the crowd aggregate as the scoring criterion correlated with forecasters’ original

skill parameter (theta) more strongly than the ground-truth scoring for groups of N = 4 or larger. This differ-

ence was especially prominent in combinations of larger samples of forecasters and fewer samples of items.

We validate the usefulness of this approach using real data collected during a recent forecasting study. In tests

involving uncertain outcomes, psychometric models should consider the wisdom of the crowd as an alternative

criterion to the ground truth.

73



2025 International Meeting of the Psychometric Society

Latent structure discovery in 3D science CAT via matrix
factorization

Wednesday, 16th July - 09:45: Validity (MAC: Thomas Swain) - Oral

Dr. Yi-Fang Wu (Cambium Assessment), Dr. Frank Rijmen (Cambium Assessment)

The purpose of this study is to provide construct validity evidence for a three-dimensional (3-D) science assess-

ment administered through an item-cluster-based computerized adaptive test (CAT). Specifically, we examine

the convergent and discriminant validity of the test structure by analyzing patterns in student-item interactions.

Using response data from nearly 10,000 students in three grade levels, each of whom responded to 18 item clus-

ters, we aim to determine whether students with similar abilities follow consistent test trajectories and whether

the adaptivity mechanism preserves the intended construct structure.

To achieve this, we apply implicit matrix factorization techniques to uncover latent dimensions within the stu-

dent x item-cluster response matrix, acknowledging missing data as inherent to the adaptive assessment. We

use Alternating Least Squares (ALS) as a key factorization method while also employing Truncated Singular

Value Decomposition (SVD) as a cross-validation step. The dual approach allows us to assess the stability of stu-

dent representations, helping to verify that the identified latent structure is not an artifact of a single modeling

technique. We further employ clustering techniques (e.g., K-means, hierarchical clustering) and dimensionality

reduction methods (e.g., t-SNE, UMAP) to evaluate the coherence of student response patterns.

Analysis results will be visualized through latent student trajectories, where we compare factorized student

representations across methods. Clustering and projection techniques will reveal whether item-cluster assign-

ments align with ability estimates and intended constructs. Discrepancies between models may indicate con-

struct drift, providing insights into how CAT-based item selection aligns with the intended test construct and

supports validity in adaptive assessments.
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Cognitive diagnosis enables the rapid, accurate, and detailed assessment of an individual’s cognitive processes,

processing skills, or knowledge structures, holding significant application potential in academic diagnostic eval-

uations. In practice, factors such as decreased examinee motivation, fatigue, and cheating can lead to anomalies

in the data, which in turn can compromise the accuracy of cognitive diagnostic parameter estimation and the

classification accuracy of examinees.

This study proposes a robust method to mitigate the impact of anomalous response data by weighting such data

during the parameter estimation process, thereby enhancing the accuracy of cognitive diagnostic parameter

estimation and the performance of the algorithm. The results demonstrate that robust cognitive diagnostic

estimation methods can improve the precision of item parameter estimation and the accuracy of examinee

attribute pattern classification.
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In this paper, we define and evaluate Bayesian methods for the estimating of scale score cutpoints following

the two-stage approach of Templin et al. (2024). The basis for this paper is the finding that diagnostic classifi-

cation models (DCMs) are coarse approximations to item response theory (IRT) models. Templin et al. (2024)

showed that the location of the two-stage estimated cutpoints was proximal to the point of maximum separa-

tion of classes. Implications are that DCMs are but one choice of a method for determining a cutscore in an IRT

model and that this choice utilizes the point of maximum separation. The location of the cutscore for maximum

class separation in DCMs is seldom meaningful to applied researchers or practitioners. We demonstrate how

Bayesian estimation of IRT models can be augmented to provide the simultaneous estimation of each two-stage

cutscore with a prior distribution, providing DCM-like results. The process results in the estimation of the poste-

rior distribution of each cutscore, which can be used to demonstrate the degree of uncertainty in each. We then

extend this methodology so that classifications have substantive meaning with respect to defining what mas-

tery is, such as having an 80% chance of answering all items correct. We then implement the mastery definition

by imposing item parameter constraints into the Bayesian algorithm. We provide the details of the algorithm

and demonstrate it with a simulation study and empirical data analysis comparing results when the cutscore is

freely estimated versus when substantive constraints are made.
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Cognitive diagnostic models (CDMs) are restricted latent class models designed to identify the discrete latent

attributes of test respondents. Over time, many authors have proposed generalizations of CDMs as generalized

linear models with a Bernoulli-distributed response variable. However, advancements in assessment technolo-

gies have highlighted the need to integrate diverse response data types into these models, particularly count-

based and positive-valued distributions.

This study introduces a semi-parametric CDM framework that relaxes assumptions about the data-generating

process. The proposed approach employs the biparametric quasi-likelihood family (Wedderburn, 1974), en-

abling model fitting without assuming a specific distribution for the response variable. The study explores

the connection between the quasi-likelihood framework and the generalized Bayesian method to implement a

Metropolis-Hastings within Gibbs algorithm and estimate the quasi-posterior distribution of the model parame-

ters. To illustrate the method, the quasi-Poisson and quasi-binomial CDM-DINA models are introduced, followed

by a simulation study evaluating their performance.

This methodology addresses overdispersion in count data models and can be naturally extended to various

frameworks expressible as generalized linear models, including recently proposed approaches such as ExpCDM.

Furthermore, by relaxing the distributional assumption of the data generator, this approach offers a base for

exploring a novel Bayesian nonparametric framework for restricted latent class modeling.
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Differential Item Functioning (DIF) analysis is essential for ensuring measurement invariance across subgroups

in major psychometric models, including Classical Test Theory (CTT), Item Response Theory (IRT), and Cognitive

Diagnostic Models (CDM). In Cognitive Diagnostic Assessment (CDA), DIF analysis ensures fair comparisons be-

tween subgroups with identical attribute profiles. However, traditional DIF methods in CDA require two error-

prone inputs: pre-defined comparison groups and anchor items. These requirements may introduce bias due

to potential errors in these prior inputs, leading to misidentified DIF items and reduced diagnostic accuracy. To

address these limitations, this study proposes an enhanced higher-order DINA model with three improvements:

(1) automatic assignment of respondents to comparison groups based on latent classes, eliminating the depen-

dency on pre-defined group specifications; (2) integration of L1-regularization for DIF detection without requir-

ing anchor items, utilizing the sparsity assumption that few items exhibit DIF; (3) An Expectation-Maximization

(EM) algorithm with optimization techniques to handle the computational challenges of L1 regularization. We

conduct simulation studies to evaluate the performance of the proposed method. An application to empirical

educational data further demonstrates its practical effectiveness in identifying DIF items.
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Currently, many computerized adaptive testing (CAT) systems rely on static item parameters derived from point

estimates obtained during item pool calibration. However, ignoring the uncertainty in these estimates may

cause an underestimation of error in trait estimation. A fully Bayesian CAT method addresses this problem

by incorporating the uncertainty of item parameter estimates into the estimation of trait levels and has been

compared to traditional CAT under fixed-length conditions.

This study explored the fully Bayesian CAT method in the context of variable-length CAT, where examinees re-

ceive a different number of items based on predefined stopping criteria. The study proposed several modified

stopping criteria tailored to the fully Bayesian algorithm, such as the posterior standard deviation, change in

trait estimates, and predicted standard error reduction (PSER). Additionally, the study introduced an approx-

imated PSER technique to enhance computational efficiency and stability. By contrasting the fully Bayesian

PSER rule with its approximated alternatives, the study demonstrated the potential for balancing accuracy and

efficiency in practical settings.

Extensive simulations were conducted to evaluate the performance of these stopping criteria across different

calibration sample sizes and ability levels. Results highlighted the stability and efficiency of the approximated

PSER approach, making it a viable option for real-world applications. Lastly, the study pinpointed the most

effective stopping criterion for the fully Bayesian CAT method regarding test length and estimation accuracy, as

evidenced by comprehensive simulation results.
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Many computerized adaptive testing (CAT) methods used to assess patient-reported outcomes (PRO) have fo-

cused on one dimension at a time. However, in clinical research, evaluating a patient’s health often requires

multiple measures, each contributing to a multivariate perspective. The two-level CAT model for polytomously

scored items offers a practical solution for measuring the related traits commonly found in psychological testing

and PRO measurement. This study utilizes a real-world measure of mindfulness to demonstrate the effective-

ness of this new approach. We illustrate how item selection within a domain and sequencing across domains

function by comparing the two-level CAT algorithm with the traditional CAT method. The performance com-

parison between the fully Bayesian (FB) two-level model and the conventional EAP estimation method reveals

intriguing results. The simulation study indicates that the two-level model outperforms its one-level counter-

part in estimating accuracy across all five domains. Additionally, the FB algorithm provides a more accurate

estimation of measurement error compared to the EAP algorithm, underscoring its advantages. This study

suggests that the two-level CAT approach offers significant benefits in psychological testing and PRO measure-

ment, enabling accurate estimations with fewer items in fixed-length tests. It invites further research to explore

whether these advantages remain consistent in different testing situations, potentially expanding its applicabil-

ity in other adaptive testing scenarios. Adopting this approach could transform how psychological assessments

and health outcomes are measured, resulting in valuable outcomes in both research and practice.
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Most estimation algorithms assume ignorability in the missing data pattern, that is the probability that a data

value is missing depends only on the observed values. In the case of ignorability, marginal maximum likelihood

(MML) estimates of item parameters are consistent. Data arising from adaptive tests are ignorable provided

that the entire response pattern is included in the calibration. This attribute follows from the fact that adaptive

testing algorithms determine item assignment (i.e., the missing data pattern) based only on responses to earlier

items (i.e., the observed values). However, one could easily obtain situations where the ignorability assumption

is violated, such as: 1) constructing an adaptive test from different sections, where items in a given section

depend on responses to prior sections but sections are calibrated separately; or 2) omitting certain items from

a CAT in calibration, such as those that evidence misfit or poor item statistics. Prior research has discussed

the implications of non-ignorable missing data in the context of multidimensional MST models (e.g., Jewsbury

& van Rijn, 2020). We generalize these results to the setting in which both items and persons are modeled as

random samples from populations, and the calibration model may include regression models of latent item or

person attributes on observable characteristics. We establish under what conditions missing data are or are not

ignorable, and demonstrate how latent regression specifications can be used to restore ignorability in certain

sequential CAT designs. We will include simulations to demonstrate the results and their implications.
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While advances in computerized adaptive testing (CAT) have addressed many of the drawbacks associated with

traditional linear fixed-length high-stakes tests, the high costs of developing a large item bank often is a barrier

for some organizations. An effective compromise between the limitations of traditional testing designs and the

expenses of CAT is the linear-on-the-fly test (LOFT) design. LOFT is typically applied to the set of items developed

for two or more parallel forms. LOFT permits dynamic, real-time selection of items or groups of items from

the set, facilitating the creation of multiple test forms with specified test lengths. Trait estimates in LOFT are

based on pre-calibrated item response theory parameters for the specific items selected for each examinee.

There are various strategies for designing a LOFT. The most extreme approach involves random selection of

items from the set of items for each examinee, which can lead to extreme differences in item parameters. A

more controlled design utilizes item bins along with a technique called “dipping.” In this method, items are

categorized into bins arranged by difficulty, and a computer algorithm randomly selects one item from each

bin, resulting in more consistent and comparable test forms. Despite these innovations, there is a notable lack

of literature on the impact of varying LOFT designs. The present study conducted a Monte Carlo simulation

examining measurement precision and bias of several common LOFT designs, as well as parallel forms. The

results from the study have important implications for the selection of the LOFT design.
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Online calibration, which involves embedding new items in operational tests and calibrating item parameters

on-the-fly in computerized adaptive testing, offers an efficient and cost-effective approach to calibrating new

items. However, many existing online calibration methods focus on using large samples to achieve precise item

parameter estimation, a strategy that is often impractical in real-world scenarios where sample sizes in class-

rooms or schools are typically limited. This study addresses the challenge of small sample sizes by developing a

practical and efficient approach to online item parameter estimation. Our proposed method is based on a fam-

ily of gradient descent algorithms, incorporating three types of updating strategies: One-Time updating (OT),

Multi-Time at Batch updating (MT-B), and Multi-Time at Individual updating (MT-I). Specifically, the OT method

updates the parameters once per batch of students, the MT-B method updates the parameters multiple times

per batch, and the MT-I method updates the parameters once per student. We conducted a series of simulation

experiments to evaluate the performance of the proposed methods under various algorithm related factors

(e.g., tunning parameters and batch size) and testing conditions (e.g., sample size, number of new items) reflect-

ing small-scale CAT applications. The results show that, compared to existing methods, the proposed approach

yields accurate item parameter estimates even with small sample sizes, demonstrating its significant practical

applicability.
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Ramsay (1991) aimed to estimate the Item Characteristic Curve (ICC) using kernel nonparametric regression,

which can be considered a functional data analysis technique. This approach is justified since this model al-

lows for greater flexibility in the shape of the ICCs, has fewer assumptions, and eliminates correlation issues

by not estimating parameters. Douglas (1997) proved joint consistency in the one-dimensional case. Luzardo

& Rodriguez (2015) focused on the dichotomous model where the trait is multidimensional and established

conditions to obtain joint consistency. The extension to polytomous items is straightforward. Additionally,

Luzardo (2019) extended the model to obtain an isotonic estimator. In this study, we present a multidimen-

sional continuous-response nonparametric model and establish the conditions required including the choice of

kernel functions, bandwidth selection, sample size, and test length, to ensure joint consistency in trait estima-

tion and ICC estimation. To analyze joint consistency, we employ a method based on a triangular array of ICCs

and ability estimates, considering the number of examinees as a function of the number of items. The asymp-

totic theory examines the adequacy of ICCs and ability estimates as test length approaches infinity. Additionally,

we present simulations to assess estimation accuracy as a function of test length and sample size.
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Advances in deep learning and representation learning have transformed item factor analysis (IFA) in the item

response theory (IRT) literature by enabling more efficient and accurate parameter estimation. Variational Au-

toencoders (VAEs) have been one of the most impactful techniques in modeling high-dimensional latent vari-

ables in this context. However, the limited expressiveness of the inference model based on traditional VAEs

can still hinder the estimation performance. We introduce Adversarial Variational Bayes (AVB) algorithms as

an improvement to VAEs for IFA with improved flexibility and accuracy. By bridging the strengths of VAEs

and Generative Adversarial Networks (GANs), AVB incorporates an auxiliary discriminator network to reframe

the estimation process as a two-player adversarial game and removes the restrictive assumption of standard

normal distributions in the inference model. Theoretically, AVB can achieve similar or higher likelihood com-

pared to VAEs. A further enhanced algorithm, Importance-weighted Adversarial Variational Bayes (IWAVB) is

proposed and compared with Importance-weighted Autoencoders (IWAE). In an exploratory analysis of empir-

ical data, IWAVB demonstrated superior expressiveness by achieving a higher likelihood compared to IWAE. In

confirmatory analysis with simulated data, IWAVB achieved similar mean-square error results to IWAE while

consistently achieving higher likelihoods. When latent variables followed a multimodal distribution, IWAVB

outperformed IWAE. With its innovative use of GANs, IWAVB is shown to have the potential to extend IFA to

handle large-scale data, facilitating the potential integration of psychometrics and multimodal data analysis.
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Computational procedures required to calculate the asymptotic standard errors of the parameters in the various

polytomous item response theory models of the logistic form are described and used to generate values for some

common situations. Sample sizes needed to obtain a set of stable estimates can be inferred for the respective

polytomous item response theory models.
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Sequential item response theory (SIRT; Tutz, 1990) models can be used in many contexts, for example modeling

multiple-attempt procedures such as answer-until-correct. Recently, Lu et al. (2025) demonstrated that using a

multiple-attempt procedure with SIRT models can increase item information and thereby shorten the test. Fur-

thermore, applying a multiple-attempt procedure to computer adaptive testing is feasible, making it particularly

advantageous to use SIRT models. In such contexts, especially when the test length may be short, the weighted

likelihood estimator (WLE) often serves as a desirable alternative to maximum likelihood and Bayesian estima-

tors due to its reduced bias. However, little research has addressed WLE for SIRT models. In this study, we first

derive the WLE under sequential IRT models, along with its asymptotic standard errors (both the traditional

version and that proposed by Magis, 2016). Second, we investigate the properties of WLE for SIRT models, with

particular emphasis on the finiteness of the estimator. Third, we conduct a simulation study to illustrate the

advantages and disadvantages of WLE, especially in the context of short test lengths.
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Missing data is pervasive in educational and psychological assessments. Naive remedies—such as discarding

incomplete cases or leaving them as is—often degrade research validity and misinform subsequent decisions.

Recent advances in Artificial Neural Networks (ANNs) have demonstrated their efficacy in prediction tasks

by leveraging observed features to infer unknown values. Building on this potential, we developed an itera-

tive ANN-based imputation method—Iterative Neural Network Imputation (IterNNImp)—to accurately predict

missing entries in psychometric data column by column. Simulation studies showed that IterNNImp reliably

estimated missing responses, yielding accurate item means, inter-item covariances, and person and item pa-

rameters under Item Response Theory (IRT). Furthermore, the method was validated using multiple empirical

datasets across educational and psychological contexts. We conclude by providing guidelines for implementing

ANN-driven imputation and discussing directions for refining this novel approach.
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Test blueprints are used to help developers ensure that all the necessary content domains and learning objec-

tives are represented and that there are sufficient items. The traditional test blueprint is usually a document

that represents the test items, but it is often hard to truly understand the concepts and skills within the test nor

how they relate to each other in an easily digestible format. One tool that may help psychometricians to better

understand how the content of the items and the domains they represent relate to each other is the Knowl-

edge Graph (KG). These are similar to concept maps; however, unlike a traditional concept map in which the

author determines the relationships between ideas, the text that represents the information is first converted

into numerical representations that are used to help quantify the relationships between concepts to create the

KG. This process helps to define existing relationships and can reveal relationships between concepts that were

previously unknown. This paper proposes the use of KGs to visualize the underlying relationships between test

items and their associated metadata with the aim of exploring three different questions: 1) Does the text of the

items and their metadata represent the test blueprint? 2) What are the unexpected relationships between the

items and are there items that represent multiple domains/skills? 3) Are KGs the same across tests that claim to

measure the same content? To test these questions, a representative dataset that contains released items from

grades 3-8 across 30 U.S. states is used.
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Collaborative problem-solving (CPS) competence is widely recognized as one of the most important competences

in the 21st century, particularly in professions that require teamwork and collaboration. The collaborative pro-

cess is inherently complex, involving both cognitive and social components. To better analyze and understand

this process, it has become increasingly important to encode explicit behaviors into CPS skills. In the past,

manual annotation was the primary method for coding CPS skills. However, manual annotation is not only

time-consuming and labor-intensive, making it difficult to scale to meet the demand for large datasets and en-

sure timely annotations. As a result, researchers have developed various automatic annotation methods using

traditional machine learning and deep learning approaches. While these methods may yield good results within

the specific dataset they were trained on, they often fail to generalize well to new datasets. In this study, we

propose a novel automatic annotation method for CPS that leverages large language models (LLMs). This ap-

proach shifts the CPS skills coding task from a discriminative framework to a generative one, offering a more

flexible and scalable solution. Specifically, we fine-tune the LLM simultaneously on a set of diverse datasets.

Additionally, we introduce a retrieval module into the prompt, allowing the model to link new CPS behaviors

with previously seen CPS behaviors in training data. Our method achieves more accurate results on multiple

CPS datasets, showing its effectiveness and generalizability.
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Academic citations generated by AI models often exhibit inaccuracies, including hallucinated references, incor-

rect author names, and improper formatting. These issues undermine the credibility of AI-assisted writing and

pose challenges for researchers relying on automated citation tools. This presentation introduces a method that

integrates the NCBI API to validate, retrieve, and correct citation formats, ensuring alignment with authoritative

bibliographic databases.

Our approach follows a structured workflow: (1) Extract AI-generated citations, including author names, jour-

nal titles, publication years, volume/issue numbers, and DOIs. (2) Query the NCBI Entrez API using key metadata

(e.g., DOI, PubMed ID, or title-based search) to retrieve the correct citation from an authoritative source. (3) Com-

pare the AI-generated reference with the verified citation and identify discrepancies. (4) Automatically correct

errors in authorship, journal names, page numbers, and formatting based on the retrieved data. (5) Output the

final citation in AMA or APA style.

Preliminary testing on a dataset of 25 AI-generated citations revealed that fewer than half contained errors, with

the most common issue being incorrect DOIs, followed by inaccurate author attributions and fabricated refer-

ences. Our API-driven correction method resolved all formatting errors and accurately identified non-existent

references, returning appropriate null results when citations were hallucinated. This approach enhances cita-

tion reliability by ensuring AI-generated references are verifiable and correctly formatted.

Beyond citations, this framework can be extended to fact-checking AI-generated outputs, such as legal citations

and policy documents. Future work will refine search heuristics, integrate additional bibliographic APIs, and

scale this method for broader adoption in research workflows.
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Common statistical models in psychometrics are examples of curved exponential family models (e.g., fac-

tor models, structural equation models, item response theory models). These models belong to a statistical

manifold—a differentiable manifold endowed with a Riemannian metric given by the Fisher information. This

manifold is a submanifold of the exponential family, and its curvature with respect to the ambient manifold

can be quantified using the statistical curvature.

In this talk, we examine how the curvature of simple factor models influences the convergence properties of

iterative algorithms. Specifically, we investigate whether greater statistical curvature systematically leads to

slower or more unstable convergence, providing insights into the computational challenges posed by highly

curved models.
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Real data are unlikely to be exactly normally distributed. Ignoring non-normality will cause misleading and un-

reliable parameter and standard error estimates as well as model fit statistics. For non-normal data, researchers

have proposed a Distributionally-weighted Least Squares (DLS) estimator to combines the normal theory Itera-

tively Reweighted Least Squares (IRLS) estimation and Weighted Least Square (WLS) estimation. The key in DLS

is to select an optimal weight to compute a weighted average of IRLS and WLS. To better estimate this weight,

we propose an empirical Bayesian solution. When data were normal, DLS and IRLS provided similar Root Mean

Square Errors (RMSEs) and biases of the standard error estimates, and they were smaller than those from WLS.

When the data were elliptical or skewed, DLS generally provided the smallest RMSEs and biases of the standard

error estimates. Additionally, the Type I error rates of the test statistic using DLS were generally around the

nominal level.
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Structural Equation Models (SEMs) are typically fitted to a given correlation matrix. Popular choices for this

correlation matrix are the sample correlation matrix or the polychoric correlation matrix, both of which are

usually estimated from a sample of Likert-type rating data. However, noisy or low-quality observations might be

present in the data, such as (but not limited to) careless responses. We show that the presence of such responses

can introduce a sizable bias in the estimated correlation matrix. We demonstrate that this bias is inherited by

the SEM estimate, possibly leading to worse model fit and biased estimates of factor structure. As a remedy,

we propose to use a polychoric correlation matrix estimated in a robust way, which has recently been devel-

oped by Welz, Mair & Alfons (2024). This robust estimator generalizes the commonly used maximum likelihood

estimator of polychoric correlation while coming at no additional computational cost. We show through simula-

tion studies and empirical applications that fitting a SEM to a robustly estimated polychoric correlation matrix

can substantially improve SEM fit, enhance the accuracy of parameter estimates, and help identify potentially

low-quality responses. In particular, we demonstrate how the fit of commonly used SEM estimators such as

maximum likelihood or least-squares-based approaches like Diagonally Weighted Least Squares (DWLS) can be

improved by using a robustly estimated polychoric correlation matrix. Our proposed procedure is implemented

in the free open-source R package “robcat”, whose source is written in fast and efficient C++ code.
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Bayesian estimation approaches for item factor analyses (IFA) can provide a valuable tool to overcome difficulty

in parameter estimation in frequentist approaches when the marginal response distribution is highly skewed.

Depending on how the latent response distribution is parameterized, skewed marginal response distributions

are problematic in Bayesian IFA models with binary factor indicators. The standard approach to parameterizing

the latent response distribution uses a fixed residual variance making prior specification on factor loadings and

factor (co)variances straightforward. However, research has shown that the total variance of the latent response

distribution can be unstable when the marginal distribution of the observed indicators is highly skewed. We

provide an alternative implementation of Bayesian IFA under a DELTA, unit total variance, parameterization

of the latent response distribution. Our presentation will demonstrate how to parameterize the latent response

distribution with a fixed total variance. The approach is expected to improve coverage rates of credible intervals

for threshold parameters by constraining the parameter space
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The next-generation approach to behavioral research relies on intensive data collection from multiple disci-

plinary domains. Behavior and cognition are no longer studied from the psychological perspective only but

also from other disciplinary perspectives such as environmental, social, clinical, and biomolecular. This often

leads to so-called high-dimensional multiview data. In analyzing this type of data, it is of great importance to

disentangle distinct mechanisms underlying each data block from common mechanisms shared by all (or mul-

tiple) data blocks. Current latent variable methods are not appropriate to address this challenge. To this end,

we propose a Multiblock Regularized Exploratory Structural Equation Modeling method (RegularizedESEM).

The method adopts the approximate factor model framework with hard cardinality constraint (instead of a

penalized approach such as the group lasso) to impose simple structure across and within data blocks. That

is, the model is estimated under the constraint that the loading matrix has a fixed specific-shared structure to

identify the different types of mechanisms. In addition, exactly K loadings are imposed to be zero to encourage

variable selection to ease interpretation. Both factor scores and loadings are estimated in an alternating opti-

mization scheme. The performance of the proposed method is evaluated in an extensive simulation study. We

also demonstrate the use of the method using a real-world dataset.
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Emotions are among the most elusive aspects of human experience—fleeting and contingent upon stimuli, con-

tinuously shifting from one state to another. For centuries, literature, philosophy, and psychology have at-

tempted to describe emotions separately, outlining their behavioral and physiological traits. Traditional frame-

works like Ekman’s discrete emotions and Russell’s circumplex model provide static representations but fail to

capture their transient nature. Recently, psychometrics has witnessed the emergence of Affect Dynamics, which

aims to define emotions temporally. The predominant experimental design is the Experience Sampling Method

(ESM), an intensive longitudinal data collecting technique where individuals rate their emotions multiple times

per day, week, or month.

Our study introduces discrete-time Markov processes, a mathematical framework based on stochastic transition

chains that estimate the probability of moving from one affective state to another, without retaining memory

of prior transitions. We leverage Hidden Markov Chains (HMCs) to identify latent affective states and their

transition probabilities. HMCs enable the discovery of underlying affective structures that govern the observed

data, whether derived from physiological signals (Heart Rate Variability) or self-reported assessments. By ap-

plying HMCs separately to physiological and self-reported affective data, we investigate the degree of alignment

between the two, assessing whether subjective experiences correspond to underlying physiological dynamics.

This study explores the use of Markovian modeling in Affect Dynamics to examine affective transitions, pro-

viding insights into short-term emotional fluctuations. The current approach may inform the development of

computational models of affective states, with potential applications in emotion regulation and flexibility re-

search and their psychophysiological underpinnings.
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The Experience Sampling Method (ESM) is the gold standard for capturing emotions and experiences in daily

life, but its frequent self-report place a high burden on participants. This burden can lead to decreased com-

pliance, increased dropout rates, and biased data. Mobile sensing, which passively collects behavioural and

contextual data via smartphones, offers a promising solution by reducing the likelihood of prompting partici-

pant at inopportune moments when they are less likely to respond. Thus, this study combines mobile sensing

with ESM to investigate whether mobile sensing data can predict moments when participants are unlikely to

respond to ESM prompts. We recruited 104 participants for a three-week ESM and mobile sensing study. Using

the m-Path Sense app, we collected a wide variety of sensor data, including accelerometer readings, GPS loca-

tion, and phone usage, alongside self-reported emotional states. We then developed models to predict whether

a participant would respond to a prompt, using both person-specific and population-level approaches, with

mobile sensing features—such as the presence of physical activity or location familiarity—as predictors. One

methodological challenge in this study is the class imbalance caused by high compliance rates, with over 87%

of prompts receiving responses. To address this, we employ resampling techniques and evaluate model perfor-

mance using metrics robust to class imbalance, such as Matthew’s correlation coefficient. Preliminary results

suggest that both person-specific and population-level models exceed random chance. Remaining analyses will

focus on identifying the behaviours most predictive of non-compliance and will lay the groundwork for imple-

menting these algorithms in real-time ESM apps.
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The analysis of time series of psychological data has become a popular topic in the recent methodological litera-

ture. Of much interest is the ability to investigate how specific contextual variables influence the psychological

process over time. To investigate such research questions, structural dynamic regression models of various

types (such as DSEM, RDSEM, SVAR,..) are often fit to the time series data.

Although these models have a lot of potential for answering research questions about psychological dynamics, it

can be difficult to interpret the model parameters. In this talk, we provide a visual tour through a broad family of

dynamic regression models, using model-implied impulse responses to show how the parameters determine the

‘shape’ of the dynamics. This information can be used to select a statistical model which appropriately translates

the theoretical assumptions of the researcher. In addition, we introduce a user friendly Shiny application which

can be used to understand the results of a dynamic regression analysis in a visual, intuitive way.
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Embeddings are a powerful tool in machine learning for representing complex, high-dimensional data in a

lower-dimensional space while preserving meaningful relationships. In the context of intensive longitudinal

data with heterogeneity in change patterns, embeddings enable the transformation of such heterogeneity into

structured, lower-dimensional representations of interindividual differences that facilitate personalized predic-

tions, clustering, and downstream analyses. Using data simulated with a nonlinear predator-prey model with

mixed effects in key dynamic parameters as predicted by covariates, I evaluate the utility of adding embedding

layers in deep learning models to capture such individual differences, and the predictive efficacy of the trained

models when applied to data from new samples. Results from predictions with training and independent test

data sets, and the extent of variability of the optimized models across Monte Carlo replications are reviewed.

Insights on interpretable ways to summarize the embedding results to enhance both theoretical understanding

and practical applications of machine learning models are discussed.
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Fit indices for explanatory item response theory (IRT) models have become increasingly important with the

prominence of automatic item generation (AIG). Although AIG can reduce item production costs, it is unclear

if empirical tryout can be avoided for new items. It is possible to use data from previous tryouts to estimate

the relative impact of varying content features on item parameters and then the results to predict parameters

for newly generated items. However, the observed level of predictability is an important factor to consider,

as it can impact subsequent trait estimates (Pezeshki & Embretson, 2025). This study focuses on fit indices

from different procedures for estimating item parameter predictability. Often item predictors and overall fit is

obtained by applying multiple regression to item difficulty estimates obtained from previous test data that often

includes relatively few items. Such results are likely to be unstable, due to the sample size being the number

of items. In contrast, explanatory IRT estimates based on linear logistic test model (LLTM) and the delta fit

statistic (Embretson, 1997; 2016) are full information estimates and likely to be more stable if applied to the

data. In the current study, a simulation was conducted to compare the fit indices obtained from the multiple

regression method versus the IRT based method. Sample size, test length and prediction levels were varied and

the estimates of prediction levels and weights were compared. The IRT method, LLTM combined with the delta

statistic, provided consistency better estimates of prediction levels.
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The development of optimal designs for Thurstonian IRT models based on linear paired comparisons is an im-

portant topic for the application of these models in practice. Optimal designs of item pairs are characterized by

combinations of those values of factor loadings which optimize predetermined criteria, such as the correlation

between the estimated and true trait scores or the volume of the confidence ellipsoid of the trait scores. For

many applications, e.g., the selection of personnel, paired comparison should consist of equally keyed items.

This condition requires the development of novel types of optimal designs. Beyond properties of optimal de-

signs developed in the literature so far, two more requirements must be given special consideration: (a) the

restriction of the design region, and (b) the constraint that alternatives have to load on mutually distinct factors,

respectively. In this talk, we present solutions for the optimal design problem which substantially outperform

current methods in the literature in terms of precision and amount of paired comparisons required. Based on

our results, trait scores can be easily estimated even if only factor loadings are known.
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Item response data often represent complex dimensional structures such as nested-dimensionality structures,

which is when nuisance dimensions are nested within primary dimensions. In these structures, researchers

are oftentimes interested in the correlations among the primary dimensions. Unfortunately, these correlations

are typically obtained by ignoring the nuisance dimensions (e.g., by calculating Pearson correlations on

raw scores or using latent variable models based on simple dimensional structures), and these approaches

could underestimate the magnitude of the correlations such that the substantive conclusions change (e.g., a

correlation of –.88 estimated to be –.35), as demonstrated through simulations and analysis of acculturation

and enculturation data (Fujimoto, Yoon, & Miller, 2022).

For this presentation, I will discuss the findings from a simulation study designed to investigate factors that

contribute to the underestimation of the magnitude of the correlations among the primary dimensions when

the nuisance dimensions are ignored. Real acculturation and enculturation data motivated the design of this

study, and the Bayesian three-tier item response theory (IRT) model was used to analyze the data.

Two factors affect how much the magnitude of the correlations is underestimated: (a) the extent to which

the nuisance dimensions are represented in the data relative to the primary dimensions and (b) the extent to

which the orthogonal assumption holds for the nuisance dimensions (a common assumption of many nested-

dimensionality IRT models). These findings highlight the importance of accounting for nuisance dimensions

nested within primary dimensions when studying the correlations among the dimensions of substantive inter-

est.
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Recently, Liu, Pek, and Maydeu-Olivares (2024) introduced a regression-based framework for reliability, assum-

ing an underlying latent variable (LV) measurement model. Within this framework, well-known classical test

theory (CTT) reliability and proportional reduction in mean squared error (PRMSE) are defined as coefficients of

determination in regression models, where LVs serve as either predictors or outcomes. Building on this frame-

work, we classify reliability coefficients in item response theory (IRT) into CTT reliability and PRMSE and derive

their asymptotic standard errors (SEs). In practice, reliability coefficients are estimated from sample data and

are thus subject to sampling error. Despite the importance of quantifying this uncertainty, SE estimation for re-

liability coefficients has not been thoroughly explored in the IRT literature. Existing work primarily focuses on

cases where reliability coefficients are expressed as transformations of item parameters, requiring variances

and expectations in reliability formulas to be evaluated at their population values. Such calculations, however,

are infeasible for long tests. In this study, we consider a more general scenario where sample moments replace

population values in reliability estimation, introducing additional sampling variability beyond item parameter

estimation. We derive asymptotic SEs for CTT reliability and PRMSE under IRT models that explicitly account

for uncertainty from both sources: item parameter estimation and the use of sample moments. A simulation

study evaluates the finite-sample properties of these uncertainty quantification measures under various test

lengths and sample sizes.
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Assessment designs intended to support instruction and learning in addition to mastery have garnered consid-

erable attention from state assessment (i.e., through-course assessments) and professional certification (i.e., lon-

gitudinal assessments) agencies. Such assessment designs generally consist of multiple interim measurements

of examinee ability throughout the course of an assessment cycle rather than a single end-of-cycle summative

assessment. The interim assessment scores provide instructors and examinees with timely identification of

weaknesses that facilitate targeted learning interventions. The scores across interim assessments may also be

aggregated in some manner to produce a summative decision at the end of the assessment cycle.

Aggregation of scores across interim assessments can improve precision of measurement and mitigate error

variance due to factors such as administration conditions and fatigue. Nonetheless, (unweighted) score ag-

gregation may incorporate unintended bias in summative scores because—to the extent interim assessments

promote additional learning—earlier assessment scores are less reflective of an examinee’s end-of-cycle ability

than more recent scores.

Weighting the longitudinally-collected interim assessment scores according to recency of administration may

mitigate this unintended bias while also providing some advantages of score aggregation (e.g., more consistent

score estimates). In the current study, I propose and evaluate three likelihood-based IRT proficiency estimators

that incorporate longitudinally-defined item-level weights. Longitudinally-weighted extensions of maximum

likelihood, Warm’s weighted likelihood (1989), and maximum a posteriori estimators are compared to their

unweighted counterparts and across different weighting schemes. Results and implications of score weighting

will be discussed.
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A crucial question when designing an Experience-Sampling-Method (ESM) study concerns the sample size

needed, defined by the number of participants (N) and the number of measurement occasions per participant

(T). Higher N and T benefit power, but also increase researcher and participant burden, and study cost. Al-

though study design, operational expenses, participant incentives, and compliance rates sometimes strongly

differ across research groups, current approaches for sample size planning rarely explicitly account for these

constraints. In this study, we present a step-by-step framework that integrates ESM design and cost constraints

into sample size planning through ESM-specific cost functions and power contour plots, enabling researchers

to identify the most cost-optimal combination of N and T. We demonstrate this framework through an example

where three researchers investigate the same research question with the same statistical approach but using

different designs. The results reveal that varying cost constraints substantially return different optimal sam-

ple sizes, highlighting the importance of cost considerations in sample size determination. Hence, disregarding

this factor can compromise study feasibility and/or lead to a waste of resources. Additionally, this framework

highlights some limitations of current sample size methods that will be discussed.
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The Latent Growth Model (LGM) is a popular method for describing trajectories of changes of individuals in

longitudinal studies. When unobserved heterogeneity in patterns of changes is expected, options such as the

Latent Growth Mixture Model (LGMM) and the Structural Equation Model Tree (SEM Tree; or LGM-based tree)

are available.

The SEM Tree is especially useful for classifying individuals based on external covariates and understanding the

structure of heterogeneity from these covariates. Several packages (e.g., MplusTree) are already available for

conducting this method. The potential limitations of the SEM Tree currently include computational time and

improper solutions. Specifically, the SEM Tree may suffer from long computation times, especially when the

number of covariates is large, and it may produce improper solutions in some nodes, partly because parameters

in SEM/LGM are usually estimated by MLE.

Matrix Decomposition SEM (MDSEM), which has attracted attention in recent years, can be useful for estimating

parameters in SEM in that it can effectively avoid improper solutions based on iterative algorithm.

In this study, we developed an MDSEM Tree that combines MDSEM with a decision tree to classify individuals

based on covariates and latent growth curves estimated by MDSEM. Through a large simulation study, we will

demonstrate that the MDSEM Tree is effective at avoiding improper solutions and offers faster computational

times compared to SEM Tree/MplusTree.
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In longitudinal design, behavioral researchers are often interested in separating

within-person variability from stable between-person (or stable trait) differences. In

particular, in recent years there has been growing use of residual-level statistical mod-

els, which orthogonally decompose within- and between-level variances. Focusing on

a random intercept panel model, in this paper confidence interval-based determina-

tion methods are investigated to find optimal sample sizes and design in the inference

of within- and between-level variances. Using the derived asymptotic standard errors

of parameter estimates, we propose a method to find the minimally required sample

sizes to ensure the desired width of confidence interval, and a method to find the op-

timal pair of sample sizes and the number of time points that minimizes costs while

maintaining the width of confidence interval below a certain threshold. An environ-

ment for determining optimal sample sizes and design based on the proposed method

is provided via Shiny applications.
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While multilevel modeling is widely used in longitudinal analysis to disaggregate between-person and within-

person effects, the potential for measurement models to achieve the same has not yet been fully investigated.

Building from an explanatory IRT approach, this study provides empirical evidence that, in the context of lon-

gitudinal item response datasets, an item can have distinct features in its cross-sectional discrimination and

sensitivity to growth, separately reflecting between-person differences and within-person changes. Using real

data from multiple forms of the Wisconsin Knowledge and Concepts Examination-Math (WKCE-M) adminis-

tered in grades 3–8, this study suggests that the dimension(s) along which students grow may differ from the

dimension(s) that distinguish them cross-sectionally, especially at early grade levels.

We then demonstrate that such effect can be generalized into a multilevel item response model that includes

both cross-sectional and longitudinal item discrimination parameters. Through simulation studies, we show

that traditional measurement models (i.e., Rasch, 2PL), commonly used for growth measurement, are misspec-

ified because they fail to account for different forms of item discrimination. Although measurement model

misspecification may not always be detected by fit statistics, it biases in the quantification of student growth

at both the individual and aggregated levels. Our extended tool provides a straightforward way of investigat-

ing possible inconsistencies between the dimension(s) along which growth occurs and other dimensions (i.e.,

cross-sectional variability) that can lend practical insight into how students change over time.
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Recently the “Hexagon Framework” has been proposed as a unifying interpretation of measurement across

the physical and human sciences (Mari et al., 2023). While the steps for using this Framework to perform a

measurement are extensively described and discussed in that book, it only briefly discusses how the Framework

can also be exploited as a guide to help organize and explain the process of developing a measuring instrument.

The object of this paper is to lay out this process, particularly in the context of measurement in the human

sciences.

First, we outline how the Hexagon Framework can be seen as a structure to interpret important advancements

in the historical developments in physical measurement, taking Chang’s (2007) account of the development of

temperature measurement as an illustration. Second, we show how this structure is mirrored in a contemporary

instrument development approach used in the human sciences: the BEAR Assessment System (BAS; Wilson,

2023). We describe how the BAS is overlaid on the Framework as the instrument development proceeds and

may well iterate several times in that process.

Third, we use this underlay of the Framework to illustrate and exemplify how the BAS has been used to design

and develop an example instrument in the human sciences, specifically to measure an educational achievement

construct intended for use in schools: Scientific Argumentation. Finally, we make comparisons of the above

account with the so called “norm-referenced” approach to measurement (Nunally & Bernstein, 1994) and also

discuss some caveats and limitations of the account.
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Investigators performing a measurement aim, among other things, to produce something useful for other in-

quiries. The tasks performed and resources used in measuring are underdetermined by the aims, even when

conjoined with “background knowledge.” At various stages of the measurement process, for any given task

and any given resource, investigators must make choices striking different balances among competing aims.

In the philosophy of science, such underdetermination has been treated as an epistemological obstacle, to be

overcome if possible and lamented if not. So it might seem here: the context of the user of a result might call

for choices among underdetermined options making different tradeoffs among aims.

We show, however, that evaluating uncertainty converts underdetermination into an epistemologically sig-

nificant asset. Varying the tasks and resources chosen in producing a measurement result and analyzing the

consequences of such variation yields an interval that accounts for those consequences. Employing a prag-

matist account of measurement as inquiry, and treating measurement, uncertainty, and sensitivity as three

irreducibly connected concepts, we show how the evaluation of uncertainty in measurement in high energy

physics is interwoven through an ensemble of data transformations aimed at producing a result that becomes

useful, not just to some investigator who might have chosen differently, but to a wider range of investigators

who might have made unanticipated choices. The basis for this view of measurement lies in general features

of measurement practices that span disciplines, including psychology and the social sciences.
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In 1932, the British Association for the Advancement of Science commissioned a committee chaired by physicist

Alan Ferguson of 9 physicists and 10 psychologists to study the “possibility of quantitative estimates of sensory

events” (Ferguson, 1932, 1938, 1940). One major issue was a critical flaw in Fechner’s hypothesis that the loga-

rithmic relationship between stimulus and sensation magnitudes is a consequence of the unverified assumption

that changes in sensory magnitude are constant for all just noticeable differences (JNDs) irrespective of stimulus

intensity. The failure of this flawed assumption led to the denial by the committee of scientific measurement as

achievable in psychophysics and psychology. By dropping Fechner’s assumption we were led to a general so-

lution motivated by the Ferguson Committee’s critique, firmly grounded in Weber’s law for JNDs, and yielding

experimentally testable candidates for the monotonic relationship between sensory experience and stimulus

intensity. Metaphysical issues associated with reducing mental phenomena to physical are avoided by invoking

the irreducible complexity of psychoneural congruency (Massof, 1985). This principle accepts discontinuities

between conscious sensory experience and neurally processed stimulus energy in an overall context of coher-

ent psychophysical structures. We thus adopt an epistemological framework analogous to those developed in

multiple other disciplinary contexts, including hierarchically complex cognitive processes (Borsboom, et al.,

2019; Fischer & Farrar, 1987), organizational issues (Woolley & Fuchs, 2011), and psychometric models (Forer &

Zumbo, 2011; Leite & Commons, 2023; Snijders & Bosker, 1999; Sijtsma & Emons, 2013).
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Achievement tests are widely used in educational settings to measure students’ knowledge and skills. Comput-

erized Adaptive Testing (CAT) has been shown to provide more accurate and efficient estimates of students’

abilities compared to traditional linear tests. Adaptive diagnostic assessments further extend this approach by

identifying students’ strengths and weaknesses in specific content areas, often informing personalized instruc-

tion. These assessments are administered multiple times per year, classifying students into performance levels

based on predetermined cut scores. However, classification accuracy—the extent to which these tests correctly

assign students to the appropriate performance level—remains a critical consideration.

This study evaluates the classification accuracy of an adaptive diagnostic test through simulation. Specifically,

we investigate classification consistency across subjects, content domains, grade levels, and testing windows. A

simulation-based approach is used to examine the stability of classification decisions relative to students’ true

performance levels. Given that misclassifications are more likely for students near cut scores, we analyze their

impact on instructional decision-making and adaptive learning systems.

Findings provide insights into the trade-offs between classification accuracy and the granularity of instructional

decisions. By focusing on content domain scores, this study contributes to discussions on the stability of adaptive

assessments, particularly in the context of through-year testing. The results have implications for educators,

assessment developers, and policymakers seeking to balance precision with the need for personalized learning

paths.

113



2025 International Meeting of the Psychometric Society

A Hamiltonian-Gibbs sampler with monotonicity constraints
for diagnostic classification models

Wednesday, 16th July - 13:45: Cognitive Diagnostic Models II (GH: Think 3) - Oral

Dr. Alfonso Martinez (Fordham University), Dr. Jonathan Templin (University of Iowa)

We propose a novel Bayesian algorithm featuring monotonicity constraints for saturated diagnostic classifica-

tion models (DCMs). The algorithm (Hamiltonian-Gibbs) synthesizes Gibbs sampling with Hamiltonian dynam-

ics to efficiently explore the complex parameter spaces characteristic of diagnostic models. The Hamiltonian-

Gibbs sampler partitions the parameter space into continuous and discrete parameter blocks. Hamiltonian

dynamics, which models the movement of a particle in a physical system, is used to update continuous (item)

parameters and Gibbs sampling is used to update discrete (attribute) parameters. A feature of the sampler is

that it does not require marginalization of the attribute space, allowing attribute profiles to be directly sampled

from their conditional posterior. Another feature is the embedding of a “particle-bouncing” mechanism within

the Hamiltonian portion of the algorithm which enforces monotonicity constraints without requiring sequential

updating steps. This mechanism also avoids the label-switching problem known to affect mixture models like

DCMs. The properties of the algorithm are explored through two Monte Carlo simulation studies. Simulation

study I (SimStudyI) explores the use of the algorithm across a wide variety of simulation conditions and simula-

tion study II (SimStudyII) compares the sampler to the Holmes-Held auxiliary variable algorithm. Results from

SimStudyI provide evidence of chain convergence within a few hundred iterations, acceptance probabilities of

approximately 0.85-0.90, lag-1/lag-5 autocorrelations near 0.2/0.0, respectively, and sufficiently accurate item

parameter recovery/profile classification rates. Results from SimStudyII provides evidence that the algorithm

offers comparable performance to the Holmes-Held sampler with respect to item/attribute parameter recovery

and an improvement with respect to chain convergence and autocorrelations.
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Cognitive diagnosis models have been popularly used in fields such as education, psychology, and social sci-

ences. While parametric likelihood estimation is a prevailing method for fitting cognitive diagnosis models,

nonparametric methodologies are attracting increasing attention due to their ease of implementation and ro-

bustness, particularly when sample sizes are relatively small. However, existing consistency results of the non-

parametric estimation methods often rely on certain restrictive conditions, which may not be easily satisfied in

practice. In this article, the consistency theory for the general nonparametric classification method is reestab-

lished under weaker and more practical conditions.
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Multiple-choice (MC) tests are widely used in educational measurement because they can be implemented eas-

ily and efficiently. However, MC data are typically analyzed as dichotomous data. This simplification, which

ignores the diagnostic information in the distractors, is employed across different psychometric frameworks,

including cognitive diagnosis modeling (CDM). The MC deterministic input, noisy “and” gate (MC-DINA) model,

which allows for the distractors to be coded and analyzed, was proposed to overcome this limitation in the CDM

context. However, the MC-DINA model has one important limitation – it requires the coded options (i.e., key

and distractors) to follow a hierarchical linear structure, which limits the number of usable distractors. This

work proposes an extension of the MC-DINA model, the flexible MC-DINA (fMC-DINA) model that relaxes the hi-

erarchical linear structure requirement. In particular, the fMC-DINA model can be used with MC data provided

the coded options result in latent classes that can be classified into unique latent groups. A such, the fMC-DINA

model can accommodate more coded distractors. A simulation study was conducted to compare the two mod-

els when both hierarchical and nonhierarchical distractors are involved. Results show that, when high-quality

items are involved, the improvement in the attribute vector classification accuracy from using the fMC-DINA

model was 3.33%; however, when low-quality items are involved, the improvement jumps to 8.44%. These im-

provements can be traced to the 40% more usable distractors when fitting the fMC-DINA model. Results from

other conditions and ways the fMC-DINA model can be further improved will be also presented.
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This study examined the frequency and conditions under which paradoxical scoring (PS) occurs in cognitive

diagnostic models (CDMs) using both theoretical and simulation-based analyses. CDMs estimate individual’s

discrete latent traits (i.e., attributes), enabling multidimensional assessment. Previous studies have shown that

PS—where answering a specific item incorrectly leads to an increased estimate of a latent trait in a certain

dimension—can arise in multidimensional item response theory. Similarly, PS may also arise in CDMs. This

study theoretically proves that PS involving an increase in attribute mastery patterns does not occur in nested

relationships when using maximum likelihood or maximum a posteriori estimation under monotonicity con-

straints, though it may still arise in non-nested patterns. Simulation studies, using small sample sizes resembling

classroom contexts, examines the effects of various factors (e.g., correlations among attributes, item quality,

sample size, and number of items) on the occurrence of PS when applying DINA, DINO, and G-DINA models.

As a result, while the increase in the number of estimated mastered attributes was relatively small, the in-

crease in attribute mastery probabilities was salient. Consequently, a non-negligible proportion of individuals

experienced PS in terms of increased mastery probabilities, particularly when attribute correlations and item

quality were low. This phenomenon creates paradoxical feedback situations where students who correctly an-

swer more items may receive diagnostic results indicating lower mastery of certain attributes, posing practical

challenges for classroom implementation and educational feedback.
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Increasing use of tutoring software in education has called for analytic approaches that can identify aberrances

in student behaviors. One of the pronounced behavioral patterns in intelligent tutoring systems (ITSs) is abu-

sive use of a help system. In ITS, students can ask for a series of hints until they bottom out and obtain correct

answers. The hinting system is devised to facilitate students’ learning progression and completion of tutoring.

It has been however used as an avenue for disengaged learners to get through ITS without meaningful learning.

In this study, we present a psychometric model that can characterize students’ propensity in bottoming out hints

and demonstrate its application in predicting bottom-out behavior. We develop a latent propensity model apply-

ing students’ interaction indicators (e.g., time on problems, first action) and propose model inference methods

for highly sparse and stochastic item assignment design. A prediction model is developed based on recurrent

neural networks applying three sets of feature variables: student features on the bottom-out propensity and

interaction with the system, problem features (e.g., item type, content areas), and support features that char-

acterize the help prompts (e.g., type, visual aids). A Monte Carlo simulation study is proposed to validate the

performance of the inferential algorithm of the latent propensity model. The empirical performance of the

prediction model is evaluated on log data from ASSISTments. Through the new latent propensity model and its

application to predictive modeling, we demonstrate how conventional psychometric models can help enhance

the prediction performance of machine-learned models.
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Adaptive learning assessments require both instructional sequencing and diagnostic precision to accurately

track learners’ evolving skill mastery. When multiple skills are assessed concurrently, many existing models—

such as those used in intelligent tutoring systems—assume sequential and independent skill acquisition, leading

to inefficiencies in assessment length and instructional adaptivity. This study introduces a Bayesian diagnostic

framework for modeling multi-skill acquisition, accounting for hierarchical dependencies and simultaneous

skill transitions. As new responses are observed, the framework updates posterior mastery probabilities across

multiple skills in real time. Unlike conventional approaches that assess skills in isolation, this method integrates

a posteriori item selection strategies, ensuring that assessments dynamically adapt to learner responses while

minimizing redundant queries. The system formalizes adaptive item selection through a decision-theoretic

model, balancing exploration and reinforcement in assessment sequencing. Thompson sampling is incorpo-

rated as one of multiple strategies to optimize information gain while maintaining assessment efficiency. By

leveraging a Bayesian decision-theoretic approach, the framework optimally selects items that maximize in-

formation gain while minimizing redundancy, ensuring efficient assessment administration and accelerating

learner skill acquisition.
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In this presentation, I will discuss the psychometric challenges involved in an educational innovation project

aimed at improving statistics education in higher education in the Netherlands. The main goal of this project is

to develop a personalized dynamic formative adaptive assessment tool. A key feature of the tool is that students

receive statistical tasks within a substantive context of their own choice. For example, the student may choose

to practice methods and statistics within the context of eating disorders. Furthermore, the tool will be designed

not only to train students in performing the statistical analyses, but also on how to synthesize the results of their

analysis into meaningful substantive conclusions. To achieve this goal, the tool integrates technology enhanced

assessment methodologies – such as personalized contextual assessment, adaptive assessment, and dynamic au-

tomated item generation – with computational psychometrics and large language models to generate authentic

tasks. In the presentation, I will outline the general design principles behind the tool, discuss psychometric

challenges, present our solutions, and share initial experiences from the project.
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Automated scoring systems have become a critical component of educational assessments and large-scale test-

ing due to their efficiency, scalability, and consistency compared to human raters. These systems utilize ad-

vanced machine learning algorithms and natural language processing techniques to evaluate written responses.

With the increasing popularity of large language models, generative AI also provides another approach for ed-

ucators to evaluate writing assessments. While significant progress has been made to improve the system accu-

racy and consistency, challenges persist, particularly in cases of misclassified responses where predicted scores

deviate from human raters’ evaluations. Current research primarily focuses on improving model accuracy,

interpretability, and fairness; however, the analysis of misclassified responses remains underexplored. This

study investigates the text features of misclassified responses in AI-based and ML-based scoring systems, aim-

ing to uncover the underlying rationale for scoring errors. Specifically, the state-of-the-art AI models, including

ChatGPT-4o, Gemini, and other cutting-edge automated scoring frameworks have been employed, to analyze

how different systems assign scores and where discrepancies arise. By implementing score error analysis, this

research systematically identifies patterns and inconsistencies that contribute to misclassification, offering in-

sights into linguistic, syntactic, and semantic features that impact scoring. This approach enhances the robust-

ness, equity, and interpretability of automated scoring methodologies, contributing to the development of more

reliable automated scoring systems.
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Introduction
Large-scale assessments (LSA) use latent regression (LR) to integrate students’ background information for ac-

curate and meaningful scores. Traditional LR uses principal components (PCs) that explain most predictor vari-

ation to reduce dimensionality and multicollinearity. However, there is no one-size-fits-all approach that can

effectively guide the selection of PCs. We propose the factor-augmented regularized LR (FARLR) for a more

interpretable and robust solution.

Method
The traditional LR with PCs is widely used in LSA, given by

θ=Wϒ+ε,

where θ�Rn is the ability vector for n students, W is an n×d matrix of the first d PCs from the students’ covariate

matrix X (X�Rn×d, d<p), ϒ is the regression coefficient vector, and ε is residual. However, d is typically chosen

using empirical cut-offs. Too few PCs reduce congeniality, while too many threaten robust estimation (i.e., yield

large standard errors) due to a small n/d ratio. To address this, we propose the FARLR method, incorporating

both common factors and idiosyncratic components,

θ=fβ+uv+ε,

where X=fBT+u is the approximate factor model, f�Rn×d’ represents common factors, and u�Rn×d is the idiosyn-

cratic residuals. Regularization is introduced on u to select significant components.

Preliminary Results
Simulations show that FARLR accurately selects significant idiosyncratic residuals with low Type I error and

high power while ensuring accurate model prediction and statistical inference on key predictors.

Significance
The FARLR avoids subjective PC selection, ensures congeniality with diverse secondary analysis models, and

enhances plausible value precision and model interpretability through implicit control of hidden confounding

and variable selection.
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Model uncertainty has been one of the major challenges in statistical inference and prediction, particularly for

large-scale multilevel assessment data in social sciences. To address these uncertainty issues, current bench-

mark methods are ensemble learning which combine different information from each candidate model to

achieve optimal final prediction, including Bayesian parametric approaches such as Bayesian Model Averag-

ing (BMA) and the newly developed nonparametric machine learning method, Bayesian Additive Regression

Trees (BART) (Yannotty et al., 2024). However, these methods rely heavily on the sum-to-one constraint, assum-

ing that the optimal solution must be a convex combination of existing models, which may not hold in com-

plex real-world settings. For instance, when the candidate model set is incomplete or misspecified, forcing the

weights to sum to one (i.e. 100\%) can lead to nonoptimal predictions, as it requires the method to fully allocate

the probability mass across potentially inadequate models. Thus, to address these limitations, we propose to

use Varying Coefficients BART (VCBART) to relax the sum-to-one constraint by incorporating an unconstrained

weighting scheme. Through both empirical and simulation studies, our finding indicates that VCBART can (1)

obtain input-dependent weights that adapt to different data structures, (2) achieve optimal out-of-sample pre-

diction at the individual level, and (3) be more computationally efficient. This study introduces a novel Bayesian

nonparametric approach that can not only overcome the limitations of existing benchmark methods but also

significantly improve predictive inference in large-scale assessment, providing a more personalized solution

for handling complex multilevel data structures while accommodating individual differences.
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We address the limitations of current plausible-value (PV) methodology in large-scale survey assessments by

developing a two-step imputation method that combines item response theory (IRT) with generative adversarial

imputation networks (GAIN). Our work builds upon promising results from earlier comparisons of IRT and deep-

learning-based imputation methods. Previous studies indicated that deep-learning methods such as denoising

autoencoders and generative adversarial networks showed promising results but also highlighted challenges

with high rates of missing data. To address these issues, we plan to generate starting values using IRT-based

imputation, which will then serve as input for the GAIN method.

Our objective is to develop a hybrid two-step imputation framework that integrates IRT and GAIN methods. The

first step uses IRT models to provide initial imputations based on item features such as difficulty and discrim-

ination, and on students’ latent proficiencies. In the second step, the GAIN model is employed to refine these

imputations through adversarial learning, allowing it to capture potentially more complex, non-linear relation-

ships in the data. Also the performance of this new approach will be evaluated against oth traditional methods

using data from PIRLS and TIMSS in which more than 80% of the item-response data is missing by design.

A successful hybrid method could lead to more accurate and efficient educational assessments. Moreover, the

new method could offer a viable alternative to the current PV methodology, making results more accessible to

secondary users and enabling more flexible reporting options. This could help improve assessment designs and

reporting practices in educational research.
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This work focuses on the mixed membership models for multivariate categorical data that are widely used for

analyzing survey responses and population genetics data. These grade of membership (GoM) models offer rich

modeling power but present significant estimation challenges for high-dimensional polytomous data. Such data

take the form of a three-way (quasi-)tensor, with many subjects responding to many items with varying num-

bers of categories. Popular existing approaches such as Bayesian MCMC inference are not scalable to big data

and lack theoretical guarantees in high-dimensional settings. We introduce a novel and simple approach that

flattens the three-way (quasi-)tensor into a “fat” matrix. We then perform a singular value decomposition of

this matrix to estimate parameters by exploiting the singular subspace geometry. Our fast spectral method can

accommodate a broad range of data distributions with arbitrarily locally dependent noise, which we formalize

as the generalized-GoM models. We establish finite-sample entrywise error bounds for the generalized-GoM

model parameters. This is supported by our sharp two-to-infinity singular subspace perturbation theory for

locally dependent and flexibly distributed noise, a contribution of independent interest. Simulations and appli-

cations to data from the American National Election Studies demonstrate our method’s superior performance.
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In several fields, it is now common to generate high content data that are both multi-source and multi-way.

Multi-source data are collectedfrom different high-throughput technologies while multi-way data are collecte-

dover multiple dimensions, yielding multiple tensor arrays. Integrative analysis ofthese data sets is needed,

e.g., to capture and synthesize different facets of complex biological or psychometric systems. However, despite

growing interest in multi-source and multi-way factorization techniques, methods that can handle data that are

both multi-source and multi-way are limited. In this work, we propose a Multiple Linked Tensors Factorization

(MULTIFAC) method extending the CANDECOMP/PARAFAC (CP) decomposition to simultaneously reduce the di-

mension of multiple multi-way arrays and approximate underlying signal. We first introduce a version of the

CP factorization with L2 penalties on the latent factors, leading to rank sparsity. When extended to multiple

linked tensors, the method automatically reveals latent components that are shared across data sources or indi-

vidual to each data source. We also extend the decomposition algorithm to its expectation–maximization (EM)

version to handle incomplete data with imputation. Extensive simulation studies are conducted to demonstrate

MULTIFAC’s ability to (i) approximate underlying signal, (ii) identify shared and unshared structures, and (iii)

impute missing data. The approach yields an interpretable decomposition on multi-way MRI and molecular

data for a study on the effects of early-life iron deficiency on cognition.
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Electroencephalography (EEG) studies record electrical potentials from the scalp while a subject is at rest and/or

participating in a task. The recorded electrical patterns can be used to understand various cognitive processes,

as well as understand differences in cognitive processes between subject populations. A fundamental challenge

of understanding individual and group differences in EEG data is the high-dimensional nature of the data. Typ-

ical EEG studies record high-resolution timeseries data from multiple electrodes on the scalp, which results

in thousands (or tens of thousands) of data points recorded from each subject. Furthermore, subjects often

participate in multiple trials of experimental conditions, and the subjects may be nested in different clinical

populations. The high-dimensional nature of the data makes it a challenge to discern which combinations time-

points and electrodes are most relevant for understanding differences in the experimental conditions and/or

subject populations. In past works, hypothesis testing approaches have often been used for this purpose. In this

talk, we discuss how penalized logistic regression can be used to identify which electrodes and channels best

distinguish visual evoked potential EEG data collected from different subject populations. Using open-source

EEG data, we show that group elastic net (GRPNET) penalized logistic regression can identify a small number

of time points and electrodes that distinguish alcoholics from controls. Furthermore, we show that the pro-

posed approach provides more accurate and more interpretable classification results than have been reported

in past works. The example demonstrates the potential of GRPNET for developing interpretable biomarkers

that distinguish clinical subpopulations.
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While the technology for collecting intensive longitudinal data is readily available, the methodology to validly

analyze such data is to some degree lagging behind; traditional methods are not ideally suited for handling the

collected noisy and high-dimensional data. Although some recent methodological developments have been

proposed in the literature and even incorporated into the new Mplus Version 8, handling noisy and high-

dimensional intensive longitudinal data largely remains a challenge, especially when it comes to methods ca-

pable of modeling individual fluctuations and individual differences.

The purpose of this presentation is to introduce a novel method for modeling changes in multivariate intensive

longitudinal measurements of individuals over time. The method considers the analysis of intensive longitu-

dinal data from the perspective of the study of individual differences and focuses on effectively modeling the

process of change within each individual and across individuals. The proposed method blends various building

blocks from spatial statistics to model individual changes over time and combines procedures for dimension-

ality reduction with time series. We will demonstrate that this combination not only provides an ideal way to

visualize data but also to further model and predict its complex structure and growth pattern. The approach

can be used irrespective of the frequency of data collection, the number of variables and dimensional complex-

ity of the relationships being modeled or the theoretical growth curve underpinning the research question, and

provides an alternative lens through which multivariate intensive longitudinal data can be examined.
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Among the benefits of penalized regression is the ability to simplify a high-dimensional space by utilizing the

technique to identify the most salient predictors within a large candidate set. The present work leverages the

groupwise penalized spline regression implemented in the R package GRPNET (Helwig, 2025) to implement a

penalized nonparametric Poisson regression model on a count variable, a symptom score of attention problems

related to attention-deficit/hyperactivity disorder (ADHD) in a large pre-adolescent sample (N = 7979). From a

large set of candidate predictors, including 78 within- and between-network brain correlations plus a number

of demographic and family history risk factors, we calculate variable importance indices to identify the most

relevant predictors. We highlight how the use of an optimal penalty, such as the minimax concave (MCP) or

smoothly clipped absolute deviation (SCAD) penalties, can simplify the predictor space by identifying only a

single brain network correlation of interest along with a handful of other risk factors. Importantly, this same

network correlation has been identified in other large-sample studies using variable selection techniques, em-

phasizing the potential for penalized regression to increase the replicability of findings across unique samples

and studies and thus to further the field’s understanding of psychological processes.
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High-dimensional regression and classification of
psychological data

Wednesday, 16th July - 15:15: Making Sense of High-Dimensional Data in the Psychological Sciences (MAC:
Johnson) - Oral

Prof. Nathaniel Helwig (University of Minnesota)

In this talk, I discuss how group elastic net (GRPNET) regression, in combination with tensor product penalized

splines, provides a powerful framework for analyzing high-dimensional (HD) data in the psychological sciences.

The proposed approach combines the strengths of two popular statistical modeling tools: (i) elastic net regres-

sion, which can be used for variable selection in HD applications of Generalized Linear Models (GLMs), and (ii)

Generalized Additive Models (GAMs), which are flexible extensions of GLMs that use penalized and tensor prod-

uct splines to model nonlinear effects. I begin with a brief overview of the group elastic net problem, as well

as my algorithm for solving the problem (Helwig, 2025a). The remainder of the talk is focused on a discussion

of practical implementation through the R package grpnet (Helwig, 2025b), which is available on CRAN. Details

related to model specification, penalty selection, hyper-parameter tuning, and results interpretation will be dis-

cussed. Using real data examples, the talk demonstrates how GRPNET can be used for variable selection and

smoothing in HD applications of GAMs and Generalized Additive Mixed Models (GAMMs). As I demonstrate, the

GRPNET framework provides a bridge between classic statistical regression tools and modern machine learning

methods. Specifically, GRPNET is prediction oriented (unlike classic methods) and produces transparent pre-

dictive rules (unlike many machine learning methods). Thus, the proposed GRPNET approach has the potential

to offer genuine insights into the nature of functional relationships in HD psychological data. Extensions and

future applications of the GRPNET framework will be discussed.
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Vectorizing test constraints for faster automated test
assembly

Wednesday, 16th July - 15:15: Practical Issues in Testing: Norming, Equating, ATA and fairness (MAC: Thomas
Swain) - Oral

Dr. Anthony Shiver (Law School Admission Council)

Automated Test Assembly (ATA) can be used as a diagnostic tool to plan the development of an item bank or to

evaluate the potential effects of imposing new test constraints for an existing testing program. These uses be-

come less feasible the longer it takes the ATA software to produce solutions, as diagnostic problems often require

the iterative evaluation of multiple solutions. In short, all else equal, faster is better. This talk will present a prac-

tical method for encoding statistical and content constraints as vectors. Vectorization of assembly constraints

enables ATA implementations to take advantage of Single Instruction Multiple Data (SIMD) parallelization in

modern CPUs and GPUs, leading to orders-of-magnitude increases in speed over naïve serial implementations

of the same algorithm. Results for a vectorized implementation of a heuristic-based ATA algorithm, applied as a

tool for exploring the effects of modifying IRT information constraints under an estimated reliability metacon-

straint, will be discussed.
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Integrating latent variables into test equating methods

Wednesday, 16th July - 15:30: Practical Issues in Testing: Norming, Equating, ATA and fairness (MAC: Thomas
Swain) - Oral

Ms. Inés Varas (Pontificia Universidad Católica de Chile)

Equating is the most widely used linking method for adjusting scores from different test forms, ensuring they

can be used interchangeably. These methods transform the scale of one test form to its equivalent on another

based on score distributions, addressing differences in test difficulty. Since test-taker abilities may vary across

different samples, equating methods consider various data collection designs to minimize bias. The transforma-

tion, known as the equating transformation (González & Wiberg, 2017), is typically estimated using continuous

approximations of score distributions, despite scores being naturally discrete.

Varas et al. (2019, 2020) introduced the latent equating method, which preserves the discrete nature of equated

scores by employing a latent representation of score distributions within a Bayesian nonparametric framework.

However, this approach sacrifices the symmetry property of the equating transformation, a key characteristic

emphasized in the recently proposed generalized kernel equating framework (Wiberg et al., 2024).

In this talk, we explore how the ordinal representation model used in the latent equating method can be inte-

grated into the equating process to yield a continuous equating transformation. This exploration includes an

evaluation of the proposed approach across different sampling designs. By combining the strengths of latent

equating and kernel-based approaches, this study aims to enhance the robustness and applicability of equating

methods in educational and psychological testing.

132



2025 International Meeting of the Psychometric Society

Analyzing identifiability in statistical models for test equating

Wednesday, 16th July - 15:45: Practical Issues in Testing: Norming, Equating, ATA and fairness (MAC: Thomas
Swain) - Oral

Prof. Jorge Gonzalez (Pontificia Universidad Católica de Chile)

When using statistical models, statistical inference is concerned with the process of learning from data, while

an identifiability analysis delineates the boundaries of what can be learned. Identifiability plays a critical role

in statistical modeling, as it guarantees the essential conditions for making coherent inferences about the pa-

rameters of interest.

In this presentation, I will introduce a framework that conceptualizes test equating as formal statistical models

and delve into the identifiability analyses of these models.
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Regression-based norming of tests with small sample sizes

Wednesday, 16th July - 16:00: Practical Issues in Testing: Norming, Equating, ATA and fairness (MAC: Thomas
Swain) - Oral

Dr. Nicolas Sander (German Federal Employment Agency), Dr. Erik Sengewald (German Federal Employment Agency)

Background: The norming of psychometric tests often faces the challenge of limited sample sizes, especially

with specific populations such as blind individuals. This report examines the applicability and quality of

regression-based norming compared to “classical” norming (area transformation) using the example of a test

for assessing intelligence in visually impaired individuals utilizing categorical predictors (blindness, education

level).

Method: Data from 561 individuals with and without visual impairments were analyzed. Regression-based

norming was performed using Generalized Additive Models for Location, Scale, and Shape (GAMLSS), with

particular comparison of the Beta Binomial (BB) distribution and the Box-Cox power exponential (BCPE) dis-

tribution. Model fit was assessed using quantitative (AIC, BIC) and graphical methods (QQ-plots, Worm plots).

Additionally, a bootstrap method was used as one possible approach to calculate the norming error. The results

were compared with classical norming.

Results: The BB model showed a better model fit than the BCPE model. The norming error tended to be smaller

with regression-based norming than with classical norming. Validity, as measured by correlation with external

criteria (other intelligence tests), did not differ significantly between the two norming methods.

Conclusion: Regression-based norming represents a valid alternative to classical norming, particularly with

small sample sizes. The bootstrap method used here provides insight into the norming error but should be

interpreted in the context of its exploratory nature. Future research should focus on optimizing model selection,

evaluating different methods for determining norming errors, and considering extreme values.
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Bayesian augmentation for real-time fairness monitoring in
assessments

Wednesday, 16th July - 16:15: Practical Issues in Testing: Norming, Equating, ATA and fairness (MAC: Thomas
Swain) - Oral

Mr. Shea Valentine (Harver), Dr. Chris Allred (Harver)

Fairness in assessments is a critical issue in education and employment contexts, yet traditional methods for

bias detection often suffer from statistical instability and the multiple measurements problem. In this study

we estimate the expected future adverse impact ratio through predictive Bayesian modeling, supporting our

clients’ risk mitigation strategies.

Previous work on this topic (e.g., Courey & Oswald, 2025) has used Bayesian methods to describe the credible

range of latent adverse impact ratios. In the present study, we predict the likelihood of passing based on de-

mographic variables, generating posterior pass rates for different groups. We derive key fairness metrics from

these posterior distributions, including pass rate differences, Jensen-Shannon divergence, and impact ratios.

Our analysis demonstrated that the estimated pass rate differences and JS Divergence can serve as reliable pre-

dictors of the range of credible underlying impact ratios. Like score augmentation, we borrow strength from

other evaluation metrics for better impact ratio prediction.

Our approach can handle a continuous, around the clock, stream of assessment data with fairness evaluation

conducted at regular intervals. We utilize the posterior samples to enable real time fairness monitoring. This ap-

proach mitigates issues associated with multiple hypothesis testing, statistical instability, and legal constraints.

Our Bayesian inferential method provides a robust framework for continuous bias monitoring.

Our findings suggest that Bayesian methodologies offer a principled means of ensuring fairness in deployed

assessments, supporting fair and equitable decision making, and providing the foundations for future research

and policy making.
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Machine learning approaches to item-level bias detection

Wednesday, 16th July - 15:15: Differential Item Functioning and Measurement Invariance II (GH: Think 4) -
Oral

Dr. Brandon LeBeau (WestEd), Dr. Sarah Quesen (WestEd)

The Office of Management and Budget’s recent revision to demographic data collection standards introduces

new complexities in detecting measurement bias, as students can now select multiple categories from seven

race/ethnicity options. Traditional differential item functioning (DIF) methods are limited in handling such

intersectional data, often requiring pairwise comparisons and reference groups. This study evaluates a novel

random forest (RF) approach for detecting measurement bias that eliminates these constraints.

Using Monte Carlo simulation, we compare the RF method against traditional approaches (Mantel-Haenszel

[MH], logistic regression [LR], and item characteristic curve [ICC] methods) across various conditions. The sim-

ulation examines the impact of the percentage of items with bias (5%, 10%, 15%) and the magnitude of bias (0.1,

0.2, 0.3). Sample sizes, the number of items, and type of bias will be fixed at 1000 student responses, 30 items,

and uniform bias, respectively. Data are generated using the graded response model, with intersectional group

membership simulated via zero-truncated Poisson distribution to reflect realistic demographic patterns. The

data will be replicated 1000 times. Each method proposed, MH, LR, ICC, and RF, will be fitted to each simulated

data and will be a within-study factor.

Method performance is evaluated through accuracy rates, false positive/negative rates, and effect size recovery.

The RF approach uniquely accommodates multiple group memberships without requiring reference groups or

pairwise comparisons. This study contributes to the emerging field of computational psychometrics by provid-

ing empirical evidence for the effectiveness of machine learning methods in detecting measurement bias within

complex, intersectional data contexts.
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Detecting differential item functioning in forced-choice
models with misspecification

Wednesday, 16th July - 15:30: Differential Item Functioning and Measurement Invariance II (GH: Think 4) -
Oral

Dr. Jacob Plantz (Enrollment Management Association), Dr. Anna Brown (University of Kent), Dr. Jessica Flake (University of

British Columbia), Dr. Keith Wright (Enrollment Management Association)

The Forced-Choice (FC) response style has the potential to reduce response bias from test-takers (Cao & Drasgow,

2019). This has made it a desirable choice for high-stakes educational and occupational settings where distorted

responding is more likely to occur. In these settings the applicant pool may be diverse and issues with test fair-

ness are of concern. One way of assessing the fairness of items on the test is by conducting Differential Item

Functioning (DIF) analysis. Some DIF research has been conducted for FC tests (see Lee et al., 2021), however,

these methods have not been examined in conditions representative of the real-world where model misspeci-

fication is likely. We assessed the efficacy of the free and constrained-baseline approaches to DIF testing when

model misspecification (conceptualized as when the anchor contained DIF blocks) was present by conducting a

simulation study with 336 conditions including: the size of DIF (small and large), sample size (1000 and 2000),

sample size equality (focal and reference group equal or non-equal), the percentage of blocks with DIF on the

test (40%, 50%, or 60%), and the number of traits (5 or 10). It also included conditions related to the size of

the anchor (20% and 30% of all blocks) and the amount of misspecification (0%, 50%, or 100% of the anchor

was misspecified). We discuss our findings and provide recommendations on when free and constrained base-

line approaches perform well. We also provide practical recommendations based on our findings on how to

examine DIF in FC tests.
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A two-step method for detecting Differential Item Functioning

Wednesday, 16th July - 15:45: Differential Item Functioning and Measurement Invariance II (GH: Think 4) -
Oral

Ms. Qing Zeng (Collaborative Innovation Center of Assessment for Basic Education Quality, Beijing Normal University), Prof.

Ping Chen (Collaborative Innovation Center of Assessment for Basic Education Quality, Beijing Normal University)

A well-known potential threat to test fairness in high-stakes testing environments is differential item function-

ing (DIF). Currently, several statistical methods have been proposed to detect DIF. However, these methods may

inflate Type I error rate when calculating the test statistics for each item separately and performing multiple

tests, thereby increasing the likelihood of false positives (i.e., items that are incorrectly flagged as exhibiting

DIF). To address this issue, we put forward a novel two-step method that combines advanced machine learning

techniques (e.g., Random Forest) with psychometric approaches. To evaluate the performance of the two-step

method, we conducted multiple simulation studies under varying testing scenarios, comparing its results with

those of traditional DIF detection methods (including logistic regression, Lord’s Chi-Squared method, the Mantel-

Haenszel method, and the standardization approach). Five factors—sample size, test length, proportion of DIF

items, type of DIF, and the size of the DIF effect—were manipulated, and Type I error rate and statistical power

were employed as the evaluation criteria. Simulation results showed that the two-step method controlled Type I

error rate more effectively than the traditional ones, with higher power, especially when test lengths were long

and the proportion of DIF items was large. On the other hand, the practical application of the two-step method

was also discussed, aiming to evaluate its DIF detection performance in real scenarios. In conclusion, this inno-

vative two-step approach offers more accurate and reliable estimates for DIF detection, thereby enhancing the

fairness and validity of the testing process.
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A neural network approach to small sample intersectional DIF
detection

Wednesday, 16th July - 16:00: Differential Item Functioning and Measurement Invariance II (GH: Think 4) -
Oral

Mr. Yale Quan (University of Washington), Dr. Chun Wang (University of Washington)

The 2014 standards for educational and psychological testing states that analysis of differential item function-

ing (DIF) is essential for establishing fairness in psychological and educational testing (AERA, APA, & NCME,

2014). Intersectional DIF extends traditional DIF methods to account for the complex ways in which students’

identities (Crenshaw, 1990) interact to potentially influence how they respond to assessment items. Previous

intersectional DIF research (e.g., Albano et al., 2024; Russel & Kaplan, 2021) has focused on adopting traditional

DIF analysis tools, such as the Mantel Hanzel Test (Holland & Thayer, 1986) and the standardized D (Dorans &

Kulich, 1986), for detecting intersectional DIF with large sample sizes.

Rather than relying on a single DIF test to identify biased items, we propose a novel neural network approach to

small sample intersectional DIF detection that leverages information from multiple DIF detection tests. Through

a rigorous Monte Carlo simulation study, we investigate both uniform and non-uniform DIF detection when ei-

ther 3 or 10 groups are used with imbalanced group sizes. We also examine how neural network architecture

and types of loss functions influence DIF detection results. From the simulation study, we conclude that our pro-

posed intersectional DIF detection method is more effective when small group sizes are used (e.g., 50 students)

as compared to traditional DIF detection methods. Our method also displays higher power to differentiate be-

tween uniform and non-uniform DIF, albeit with a slightly inflated Type 1 error rate, as compared to the latest

multiple group Gaussian variational expectation-maximization model (GVEM; Wang, 2024).
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DIF Detection in Ordinal Survey Data Without Pre-Specified
Groups or Anchors

Wednesday, 16th July - 16:15: Differential Item Functioning and Measurement Invariance II (GH: Think 4) -
Oral

Dr. Gabriel Wallin (Lancaster University)

Measurement non-invariance arises when the psychometric properties of a scale differ across subgroups, un-

dermining the validity of comparisons. At the item level, this manifests as differential item functioning (DIF),

where individuals with the same latent trait level respond differently to specific items. This paper introduces

a statistical framework for detecting DIF in ordinal survey data, without requiring known group labels or an-

chor items. We propose a hybrid latent-class item response theory model to ordinal data using a proportional-

odds formulation, assigning individuals probabilistically to latent classes. The model captures measurement

non-invariance through class-specific intercept shifts and slope modifications. DIF effects are identified via an

 -penalised marginal likelihood function, assuming most items are invariant. Estimation is carried out using

a tailored EM algorithm, and post-estimation confidence intervals provide uncertainty quantification for non-

zero effects. Simulation studies demonstrate accurate recovery of both uniform and non-uniform DIF types and

satisfactory interval coverage. Application to a widely used anxiety questionnaire reveals latent subgroups with

distinct response patterns and identifies items that may bias group comparisons. The proposed framework en-

ables principled assessment of measurement invariance in ordinal-scale survey instruments, even when com-

parison groups are unobserved or poorly defined and anchor items are difficult or impossible to pre-specify.
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DSEM with missing not at random intensive longitudinal data

Wednesday, 16th July - 15:15: Missing Data (GH: Think 5) - Oral

Dr. Daniel McNeish (Arizona State University)

Intensive longitudinal designs are increasingly popular for assessing moment-to-moment changes in mood, af-

fect, and health behavior. Compliance in these studies is never perfect given the high frequency of data collec-

tion, so missing data are unavoidable. Missing not at random (MNAR) data are particularly prevalent, especially

with sensitive outcomes related to mental health, substance use, or sexual behavior. As a motivating example,

a study on people with binge eating disorder that has large amounts of missingness in a self-report item related

to overeating is considered. Missingness may be high because participants felt shame reporting this behavior,

which is a clear case of MNAR and for which methods like multiple imputation and full information maximum

likelihood are less effective. This proposal considers embedding a Diggle-Kenward-type selection model within

a dynamic structural equation model to better accommodate MNAR intensive longitudinal data. Analysis of

the motivating data show large differences between models assuming data are missing at random (MAR) or the

MNAR proposed model, leading to different conclusions and inferential decisions from the two focal parameters

in the model. Simulation studies are provided to demonstrate desirable statistical properties of the proposed

model when the missing data mechanism in the population is known. Simulation results showed good param-

eter recovery and credible interval coverage when applying the proposed model to data that were simulated

to have an MNAR mechanism, even with relatively (a) small samples (N = 50), (b) few timepoints (T=14), or (c)

large amounts of missingness (40%). Limitations and future directions are also discussed.
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Using factor scores estimated with missing data

Wednesday, 16th July - 15:30: Missing Data (GH: Think 5) - Oral

Dr. Ehri Ryu (Boston College)

This study investigates the statistical properties of factor scores estimated in a confirmatory factor analysis

(CFA) model in the presence of missing data. How are the factor scores affected by missing data in the observed

responses when the parameter estimates do not suffer severe bias, particularly with extremely sparse data?

With missing-at-random missing data mechanism, full information maximum likelihood (FIML) estimation has

been shown to perform well to produce unbiased estimates. Unless a separate exclusion criterion is applied, all

observations with at least one non-missing value contribute to the FIML estimation. In multi-factor CFA models,

it is possible that a factor score is estimated for cases with no observed indicator score for the factor, if they have

non-missing responses to the indicators that load on the other factors. In other words, the factor scores are

estimated with complete absence of observed data to measure the construct represented by the latent factor. A

simulation study is conducted to empirically examine how the factor scores behave under various conditions:

missing data mechanism (MCAR or MAR), missing patterns and proportion of missingness, communality of the

indicators with missing values, correlation between the factors, and sample size. Two selection methods are

explored to exclude poor factor score estimates.
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Methods for pooling K-means clustering results in multiply
imputed data

Wednesday, 16th July - 15:45: Missing Data (GH: Think 5) - Oral

Dr. Joost Van Ginkel (Leiden University), Dr. Anikó Lovik (Leiden University)

K-means clustering is a widely used technique to cluster cases in a dataset into a number of groups. When data

are incomplete, missing data need to be treated prior to carrying out K-means clustering. Multiple imputation

is a widely recommended procedure for dealing with missing data, which creates multiple plausible complete

versions of the incomplete dataset. When applied to each of these imputed datasets,K-means clustering requires

a method to combine the cluster solutions of the several imputed datasets into one overall cluster solution.

Several combination methods have been proposed, such as majority vote, multiply imputed cluster analysis,

and partitions pooling. These methods either come with practical problems, or try to resolve these problems

using rather involved procedures. In the current presentation we propose two simple generalizations of the

K-means clustering algorithm for complete data to multiply imputed datasets, which bypass all the problems

that the other methods try to resolve. In a simulation study it is shown that the two newly proposed methods

better recover the underlying cluster structure than the existing methods.
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Optimal approaches for treating item-level missing data in
composite-level models

Wednesday, 16th July - 16:00: Missing Data (GH: Think 5) - Oral

Dr. Victoria Savalei (University of British Columbia)

In many modeling contexts, the variables in the model are composites (e.g., sum scores) made up of components

(e.g., items). For example, in regression and path analysis, scale scores are often used as proxies for the con-

structs of interest. In structural equation models (SEMs), parcels are sometimes used to reduce model size. How-

ever, when there is missing data at the item level, it can be difficult to deal with. Ad-hoc approaches (e.g., mean

imputation, setting the composite as missing if any of the item scores are missing) are biased and inefficient,

and item-level multiple imputation (MI) can be difficult to implement for the applied user. Recently, several su-

perior analytic approaches have emerged: item-level two-stage maximum likelihood approach (TSML; Savalei

& Rhemtulla, 2017a), which is the analytic equivalent of item-level MI; the fully efficient GLS approach (Savalei

& Rhemtulla, 2017b); and the Pseudo-Indicator Model approach (PIM; Rose, Wagner, Mayer, & Nagengast, 2019),

which uses full information maximum likelihood and is thus fully efficient. The first two approaches require

custom programming in SEM software, and the last requires setting up a complex SEM that may be difficult for

applied researchers. In this presentation I will review these analytic approaches on an example and provide

an easy-to-use set of R functions to implement them. I will also report on the results of a simulation designed to

compare these approaches empirically, for both path analysis and SEM with parcels. Extensions to nonnormal

data will also be discussed.
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Comparison of rating accuracy and rationales between AI
ratings and human ratings of AP Chinese essays

Thursday, 17th July - 09:00: Automated Scoring (GH: Meridian 3-4) - Oral

Mr. Haowei Hua (The Culver Academies), Prof. Hong Jiao (University of Maryland), Ms. Dan Song (University of Iowa)

Automated scoring is one of the most successful applications of AI in large-scale testing due to its efficiency, scal-

ability, and consistency. The advances in automated scoring are aligned with the advances in machine learning

and natural language processing . Though the accuracy of automated scoring based on language models such

as BERT has increased across the board, the inconsistency between AI raters and human ratings still persists

for some scoring settings. With the recent advances in Large Language Models (LLMs), ChatGPT, and other gen-

erative AI chatbots have been explored for automated scoring. Given the strong reasoning capabilities, LLMs

can produce rationales to support the score they produce. Thus, evaluating the rationales provided by human

raters and AI raters may help to better understand the logic each type of raters apply in assigning a score. This

study investigates rationales from human and AI raters to identify potential causes of scoring errors. Using

one AP Chinese essay as an example, this study illustrates using LLMs including ChatGPT-4o, Gemini, and other

LLMs to automatically score AP Chinese essays and producing the rationales for ratings. Quadratic weighted

kappa (QWK) and Normalized Mutual Information (NMI) quantify scoring consistency, while Cosine similarity

evaluates rationale similarity. Additionally, clustering patterns in rationales are explored through principal

component analysis (PCA) based on the embedding derived from the rationales in addition to detailed scoring

error analysis. The findings provide insights into the accuracy and ‘thinking’ of LLMs in automated scoring,

contributing to the interpretability of scores from LLM-based automated scoring.
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Evaluating the accuracy, reliability, and applicability of
multiple large language models in automated scoring for

writing assessments.

Thursday, 17th July - 09:15: Automated Scoring (GH: Meridian 3-4) - Oral

Mr. Henry S Makinde (University of North Carolina at Greensboro), Dr. Stephen Murphy (Focal Point), Mr. Mark Lynch

(Learnosity), Mrs. Maria D’Brot (Focal Point)

Advancements in artificial intelligence have paved the way for scalable and cost-effective solutions in edu-

cational assessment, particularly in automated essay scoring. This study evaluates the performance of eight

large language models including Claude Haiku, Claude Sonnet, GPT-4 variants (GPT4, GPT4omini, GPT4o), Multi-

model, Standard Essay Model, and Advanced Essay Model in replicating human rater accuracy and consistency.

Numerous prompt engineering techniques were used including Zero-shot, Few-shot, Chain of Thought and

Prompt Chaining. Using a dataset of 850 human-scored responses from diverse linguistic and socio-economic

backgrounds, we partitioned the data into training and testing sets, employing human scores as the benchmark

for evaluation.

We conducted a quantitative analysis using key reliability metrics such as Quadratic Weighted Kappa (QWK),

Intraclass Correlation Coefficient (ICC), Root Mean Squared Error (RMSE), and Pearson correlation. Addition-

ally, we integrated natural language processing approaches for content authenticity by leveraging Levenshtein

distance for plagiarism detection and dictionary-based methods for gibberish identification. These mechanisms

effectively flagged problematic responses, they exhibited a propensity for false positives, indicating the need

for further refinement.

Findings reveal that the Advanced Essay Model achieved the highest alignment with human scoring, demon-

strating low RMSE and high adjacent agreement rates, with “almost perfect” scores on both QWK and ICC. How-

ever, all models, including the top-performing Advanced Essay Model, encountered challenges in replicating

exact human scores, underscoring a persistent gap. This study emphasizes the potential of AI-driven scoring

systems to complement traditional assessment, provided ongoing improvements in rubric design, model cali-

bration are pursued to enhance fairness, accuracy, and reliability.
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Improving automated scoring in reading assessments:
Compress first, score next

Thursday, 17th July - 09:30: Automated Scoring (GH: Meridian 3-4) - Oral

Dr. Ji Yoon Jung (Boston College), Dr. Ummugul Bezirhan (Boston College), Prof. Matthias von Davier (Boston College)

This study explores the application of prompt compression in automated scoring (AS), using five constructed

response items from the 2021 Progress in International Reading Literacy Study (PIRLS). Lengthy inputs, such as

extensive reading passages and complex scoring guides, have hindered the scalability of AS in reading assess-

ments. To address this, we propose a two-step approach for AS: first compressing passages and scoring guides,

and then scoring student responses. Previous studies have shown that compression through large language

models can effectively condense input length while retaining essential information (e.g., Jiang et al., 2023; Di-

nesjö & Floreteng, 2024). Specifically, we utilized OpenAI’s GPT-4o to generate question-specific compressed

summaries of reading passages and simplified scoring guides. Also, we developed a generalized scoring tem-

plate for AS that can be applied broadly without the need to fine-tune passages or scoring guides for each item.

Results indicate that reading passages and scoring guides can be compressed to approximately 18% and 15%

of their original lengths, respectively, without compromising the performance of AS. Remarkably, despite this

substantial compression, the AS achieved an accuracy of 92.87% and a kappa score of 0.8041 across all 27 partic-

ipating countries in PIRLS, demonstrating robust multilingual performance. This study highlights the potential

of prompt compression to improve the cost-efficiency and scalability of AS in international reading assessments.
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Investigation of NLP and ML-based algorithms for automated
essay scoring

Thursday, 17th July - 09:45: Automated Scoring (GH: Meridian 3-4) - Oral

Prof. JiHoon Ryoo (Yonsei university), Mr. Jeongheum Cho (Yonsei university), Mr. YeongJin Jo (Yonsei university)

Automated Essay Scoring (AES) has been developed along with the development of generative AI. Recent studies

show that algorithms showing the efficiency for AES encompass Natural Language Process (NLP) and Machine

Learning (ML) and those perform better than traditional methods such as regression-based ones or ML without

NLP. There are many competitions and research outcomes published and thus, it is not hard to find comparative

studies utilizing LSTM, Bi-LSTM, BERT, RoBERTa, Neural Pairwise Contrastive Regression (NPCR), etc. However,

the State-Of-The-Arts (SOTAs) found among algorithms seem to be dependent on the evaluation indexes applied.

In addition, most studies have been conducted essays written in English or using a machine translation.

First, this study examines the efficiency of the algorithms (also called models) across various evaluation in-

dexes including Quadratic Weighted Kappa (QWK), Mean Absolute Error (MAE), Mean Squared Error (MSE)

and Accuracy. Automated Student Assessment Prize (ASAP) dataset will be used. Second, this study examines

the effectiveness of two Korean-based algorithms, such as KPF-BERT and KoBERT, for essays that are translated

from the ASAP essays. It is hypothesized that AES of Korean (or other languages than English) essays would

perform better with Korean-based algorithms than English-based algorithms with machine translations. In ad-

dition, we also consider the types of essays in terms of length and subjects so that the results can be generalized

in various formats of essay scoring. Study results would not only inform the SOTA algorithm but also provide

an option for AES within adaptive testing systems.
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Reflection invariance refers to when a latent variable model stays equivalent as a column of indicator loadings

and corresponding path coefficients switch signs, i.e., they are multiplied by minus one. It commonly occurs

when a latent variable model is identified using a unit variance identification (UVI) strategy, which does not place

any constraints on the signs of indicator loadings. This can cause a label switching problem in the Bayesian es-

timation of latent variable models, as multiple chains may yield estimates that differ in signs, causing noncon-

vergence and invalid estimates. The unit loading identification (ULI) strategy eliminates label switching but can

be dependent on the selection of appropriate reference indicators, so it may not always be the preferred iden-

tification strategy. Many different strategies under UVI have been used to handle label switching. In empirical

literature, researchers sometimes use truncated priors or lognormal priors to constrain the signs of loadings.

Erosheva et al. (2017) proposed a relabeling algorithm that relabel the posterior distributions from multiple

chains post hoc. The R package blavaan adopts an “online” strategy that flips the signs of the loadings between

iterations of the Bayesian estimation. We conducted a simulation study with a three factor model, varying sam-

ple sizes and loading strengths, and performed Bayesian estimation using UVI and ULI, as well as various label

switching handling strategies, including different constrained priors strategies, post hoc relabeling, and online

relabeling. We highlight the potential downsides of each approach, and provide recommendations for label

switching handling for Bayesian latent variable models.
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Understanding the conditional dependency structure among variables—such as symptoms of mental health

disorders or personality traits—is a central goal in psychological research. This is often accomplished using

Gaussian Graphical Models, where edges in the graph represent conditional dependencies between variables.

In these regards, Bayesian methods for structure learning offer unique advantages, such as quantifying un-

certainty and incorporating prior knowledge, but their results can be highly sensitive to the choice of prior

distributions. Despite recent advancements in Bayesian algorithms—such as reversible jump MCMC, birth-

death MCMC, spike-and-slab, and horseshoe methods—the impact of prior specifications on structure learning

remains underexplored, particularly in psychological applications. In this study, we systematically investigate

prior sensitivity in Bayesian structure learning by comparing the performance of state-of-the-art algorithms

under a range of prior settings. Using simulated data, we evaluate how different priors (e.g., graph sparsity and

precision matrix hyperparameters) influence the inferred graph structure and precision matrix. Our results

address how sensitive the different Bayesian structure learning algorithms are to the choice of prior distri-

butions and which algorithms are most robust or sensitive to prior misspecification. The study to provides

practical recommendations for setting hyperparameters and advice on choosing priors based on sample size,

dimensionality, and expected sparsity of the data.
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Infinitesimal jackknife (IJ) standard errors (Giordano and Broderick, 2024) are frequentist standard errors for

Bayesian estimators (posterior means) that do not require resampling but can be obtained from a single MCMC

run. IJ standard errors are robust to model misspecification and can be adapted to take clustering into account.

In standard Bayesian quantile regression, an asymmetric Laplace (AL) distribution is used for the likelihood.

The AL likelihood is chosen merely because the corresponding maximum likelihood estimator is identical to the

classical quantile regression estimator by Koenker and Bassett (1978). The model is misspecified because there is

no reason to believe that the AL distribution is a plausible data-generating mechanism. While point estimation is

consistent, credible intervals tend to have poor frequentist coverage. Yang et al. (2016) proposed an adjustment

to the posterior covariance matrix that produces asymptotically valid intervals. However, we show that this

adjustment is sensitive to the scale parameter of the AL distribution and can lead to poor coverage when the

sample size is small to moderate. We therefore propose using IJ standard errors. Simulations and applications to

real data show that the IJ standard errors have good frequentist properties, both for independent and clustered

data. We provide an R package, IJSE, that computes IJ standard errors after estimation of any model with the

brms wrapper for Stan. We believe that IJ standard errors will become as popular for Bayesian inference as

“robust” standard errors (based on the sandwich estimator) for frequentist inference.
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Due to the increased availability of intensive longitudinal data, researchers have been able to specify increas-

ingly complex dynamic latent variable models. However, these models present challenges related to overfit-

ting, hierarchical features, non-linearity, and sample size requirements. There are further limitations to be

addressed regarding the finite sample performance of priors, including bias, accuracy, and Type-I error infla-

tion. Bayesian estimation provides the flexibility to treat these issues simultaneously through the use of regu-

larizing priors. In this paper, we aim to compare several Bayesian regularizing priors (ridge, Bayesian Lasso,

adaptive spike-and-slab Lasso, and regularized horseshoe). To achieve this, we introduce a multilevel dynamic

latent variable model. We then conduct two simulation studies and a prior sensitivity analysis using empirical

data. The results show that the ridge prior is able to provide sparse estimation while avoiding overshrinkage

of relevant signals, in comparison to other Bayesian regularization priors. In addition, we find that the Lasso

and heavy-tailed regularizing priors do not perform well compared to light-tailed priors for the logistic model.

In the context of multilevel dynamic latent variable modeling, it is often attractive to diversify the choice of

priors. However, we instead suggest prioritizing the choice of ridge priors without extreme shrinkage, which

we show can handle the trade-off between informativeness and generality, compared to other priors with high

concentration around zero and/or heavy tails.
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This research tries to use Bayesian graphical models in factorial correlation estimation to accommodate differ-

ent factor structures.

In modern social science, many complex structures appear to accommodate rich data and psychological phe-

nomena like bifactor models with multiple general factors and MTMM. Factorial correlation in such structures

is partially correlated and sparse.

Psychometricians have introduced the graphical Lasso to the residual matrix in factor analysis, which leads to

a sparse solution of the residual matrix and not necessarily diagonal (Chen, 2020; Pan et al., 2017). We consider

three Bayesian graphical estimators (Lasso, horseshoe, SSP) for factorial correlation, in which horseshoe and

SSP have been relatively unexplored in latent variable models.

Unlike the residual matrix and other graphical model scenarios, the sampling matrix in this study does not

include observed variables (independent-centered observations) but latent factor scores. This Bayesian regu-

larized factorial correlation estimator will be integrated into Partially Confirmatory Latent Variable Modeling

(PCLVM, Chen & Zhang, 2024) using a block Gibbs sampler.

From preliminary simulation studies, we found that traditional methods and three regularized methods be-

haved similarly in the case of simple CFA with/without local dependence and minor factors. In multiple general

multiple group factor models, graphical Lasso and graphical SSP have better convergency rates and standard

errors. These two methods can significantly recognize all nonzero factorial correlations while the traditional

method and graphical horseshoe cannot.

Finally, we plan to demonstrate the new factorial correlation methods by two Personality Inventory real-data

examples.
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Single-case experimental designs (SCEDs) are essential for evaluating interventions in psychological, educa-

tional, and behavioral research. While the field has made significant progress in developing effect size measures

for SCEDs, existing metrics, such as the between-case standardized mean difference (BC-SMD), have limitations

when applied to count outcomes. Count data often violate assumptions of normality and homoscedasticity, pre-

senting challenges for accurate effect size estimation. This study addresses the need for an alternative effect size

measure tailored to count outcomes in SCEDs that is directly comparable to the incidence rate ratio (IRR) used

in between-subjects designs. We define the between-case incidence rate ratio (BC-IRR) within a counterfactual

framework and demonstrate its equivalence to the IRR in randomized controlled trials under specific condi-

tions. Using real-world SCED data, we illustrate the estimation of BC-IRR via generalized linear mixed models

(GLMMs). The study also discusses the assumptions underlying BC-IRR, its potential misuse, and its limitations

while providing directions for future research.
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Single-case experimental designs (SCEDs) have become increasingly reviewed and included in research synthe-

sis to identify evidenced based interventions in psychological, educational, and behavioral research. Despite

numerous effect size measures proposed to allow researchers to compare and synthesize findings in single case

studies answering the same research question, there is a lack of design-comparable effect size measures tai-

lored to count-based outcome metrics commonly encountered in SCEDs. This study systematically evaluates an

alternative effect size measure, namely, between-case incidence rate ratio (BC-IRR), that is directly comparable

to the incidence rate ratio (IRR) used in randomized control trials (RCTs). Using simulation studies, we evalu-

ate the performance of generalized linear mixed models (GLMMs) and generalized estimating equation (GEE)

regarding their accuracy and efficiency to estimate BC-IRR under various conditions. We also illustrate small

sample corrections methods and delta methods for calculating standard errors of BC-IRR. To provide guidance

for SCED researchers, we present a step-by-step analytical procedure using a real example, while discussing the

limitations of this study and directions for future research.
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This study uses Regression Discontinuity Design (RDD) to evaluate whether the proficiency cut score for exiting

a language learner program is appropriately set based on empirical evidence. RDD helps determine whether

the cut score is too high, unnecessarily delaying exit, or too low, leading to premature reclassification. Unlike

traditional observational studies, which suffer from selection bias due to inherent differences between exiting

and remaining students, RDD compares students only at the margin of exit eligibility, ensuring that post-exit

differences are not driven by pre-existing characteristics (Robinson, 2011). Robinson (2011) highlights that tra-

ditional ELL exit criteria often result in over-retention or early exit. Using data from language assessment in

a state, the current study examines the impact of reclassification on assessment outcomes, controlling for the

binding proficiency score. We also performed a sensitivity analysis by adding demographic variables into the

final linear regression model as covariates. The findings support the appropriateness of the current cut score

for reclassification. While RDD is sometimes criticized for limited generalizability to students far below or

above the cutoff, its strength lies in identifying impacts for those most affected by policy decisions (Imbens &

Lemieux, 2008). By leveraging RDD in practical research such as this study, policymakers can optimize profi-

ciency thresholds to balance adequate language support with timely integration into mainstream instruction.
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In many observational studies, traditional methods for causal inference struggle due to challenges such as high

dimensionality, nonlinear treatment assignments, and residual confounding. To address these issues, we pro-

pose a novel method for estimating propensity scores in these complex settings. Our approach employs a Deep

Neural Network integrated with a Sparse Autoencoder (e.g., Ghosh 2021), which is designed to extract low-

dimensional, relevant features from complex, high-dimensional data. To create a more compact and structured

latent representation that improves counterfactual prediction and enhances the estimation of the conditional

probabilities distribution of the data, we implement Integral Probability Measures (IPMs), such as the Wasser-

stein distance, in the architecture.

With this extension, we reduce bias and enhance the accuracy of causal estimates, even in the presence of

complex treatment assignment mechanisms. We explore the effectiveness of our approach through empirical

evaluations on both synthetic and semi-synthetic real-world datasets.
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In this talk, we will introduce a new framework for causal decomposition analysis that addresses multiple in-

tervening factors, allowing the evaluation of synergistic effects. In the United States, social disparities persist

across race, gender, and socioeconomic status (SES). Most intervention strategies focus on a single domain and

evaluate their effectiveness using causal decomposition analysis. However, a growing body of research suggests

that single-domain interventions may be insufficient for individuals facing multiple forms of marginalization.

While interventions across multiple domains are increasingly proposed, there is limited guidance on appropri-

ate methods for evaluating their effectiveness. These scenarios often involve challenges related to model mis-

specification due to complex interactions among group categories, intervening factors, and their confounders

with the outcome. To mitigate these challenges, we propose a triply-robust estimator that leverages machine

learning techniques to address potential model misspecification. Specifically, within our new framework, we 1)

define the effect of synergistic interventions in reducing disparities, 2) provide identification assumptions and

results, and 3) develop a robust estimation method. We apply our method to a cohort of students from the High

School Longitudinal Study (HSLS:2009), focusing on math achievement disparities between Black, Hispanic, and

White high schoolers. Specifically, we examine the effects of equalizing the proportion of students taking Al-

gebra I by 9th grade and benefiting from high-quality schools across racial groups, allowing their synergistic

effects on reducing educational disparities. We anticipate that this proposed framework can be applied to a

wide range of topics aimed at reducing social disparities through synergistic interventions.
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Asymmetric item response theory (AsymIRT) is a subfield of item response theory (IRT) that challenges the

dominance of the symmetric normal ogive and logistic shapes of item response functions (IRFs) for defining the

relationship between latent traits and observed responses. In recent years, there has been a boom in AsymIRT

research such that there is now a variety of models and motivations that encourage more widespread adoption

of AsymIRT. For example, AsymIRT has been developed from the perspectives of (a) a philosophy of scoring, (b)

tracking cognitive response processes, (c) considerations of the theoretical trait distribution, and (d) providing

more flexibility in the modeling framework. Although Samejima (2000) provided a definition for symmetric

item response models, not all models that fail to meet Samejima’s definition address all motivations for AsymIRT.

Therefore, the purpose of this talk is to identify the relevant features of AsymIRT models that correspond to

different motivations and to provide a cohesive framework in which to select and apply AsymIRT to real data

sets. We will frame the discussion around P’, that is, the first derivative of an item response function, and

whether P’ is an even function around a point of symmetry. In addition to analyzing the features relevant to

each motivation and how they are addressed by specific AsymIRT models, we will consider the extent to which

P’ may be used to quantify the amount of asymmetry in a given item response function.
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In today’s classrooms, students interact with technology on a nearly daily basis, including digital assessments,

instruction, and learning games. Many of these activities present opportunities for measurement but do not

elicit enough measurement information to produce reliable and valid scores. To continuously update student

proficiency estimates over time requires a dynamic measurement model capable of using information across

many activities where learning happens between activities.

In this paper, we present a Bayesian extension of item response theory (IRT) that borrows elements from Glicko,

a paired-comparisons algorithm used to track chess player ratings over time. Glicko-IRT uses proficiency esti-

mates across multiple time points, together with information from student growth trajectories to build a prior

distribution for estimation of student proficiency at a given timepoint. The model then uses closed-form equa-

tions to update the posterior distribution, leveraging information from the prior and students’ performance on

the given activity.

Specifically, this paper explores several approaches to deriving the prior distribution for Glicko-IRT. Based on

growth trajectories observed from a national interim assessment, we simulate item responses to fixed-form

activities administered at several timepoints across an academic year. We compare three methods for deriving

the mean of the prior distribution and four methods for deriving the variance of the prior distribution for (3 x

4) twelve total methods. For each method, we examine the relationship between true and estimated proficiency

at each timepoint to determine the optimal method for deriving the prior distribution for Glicko-IRT.
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Building on recent advances in item response theory (IRT) for count data, this work extends the Quasi-Poisson

model of Qiao and Potgieter (2025), who consider unbounded count responses. Specifically, this research broad-

ens the scope of application by allowing for the selection of various latent ability distributions. Traditional

count-based IRT models often impose rigid parametric assumptions on the observed counts. In contrast, the

Quasi-Poisson model avoids these constraints by specifying only the conditional mean and variance given the

latent ability. The key to this flexibility lies in the moment generating function (MGF) of the latent ability, which

determines the unconditional means and variances, allowing for the deployment of a richer class of latent dis-

tributions.

In this presentation, we explore normal, Laplace, and skew-normal latent structures and develop a Generalized

Method of Moments (GMM) approach for parameter estimation in the Quasi-Poisson framework. Simulation

studies highlight how well GMM recovers parameters across different latent specifications, while empirical

applications demonstrate its practical value in real-world assessments. We also address the challenge of assess-

ing model fit, offering practical tools for evaluating latent structure choices in count-based IRT modeling. By

extending the one- and two-parameter Quasi-Poisson frameworks, this work provides a principled and compu-

tationally efficient way to integrate flexible latent distributions into the analysis of count data.
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The increasing use of computerized testing provides access to item response times (RT) alongside item responses,

offering insights into test engagement. Incorporating RT can enhance the accuracy of ability estimates, as faster

responses may indicate less careful consideration, leading to rapid guessing and biased estimates of item and

person parameters (e.g., Rios & Soland, 2020). Existing models that integrate RT and item response theory (IRT)

include effort-moderated (EM-IRT) models (Wise & DeMars, 2006), mixture Rasch models (Meyer, 2010), and

hierarchical mixture models (e.g., Wang & Xu, 2015; Molenaar et al., 2016, 2019). These approaches classify

examinees as engaged or disengaged but assume static engagement throughout the test. However, test-taking

behavior is dynamic, with engagement levels shifting across test sections.

To address this limitation, this study proposes an RT-HMM-IRT model, integrating RT, Hidden Markov Models

(HMM), and the two-parameter logistic (2PL) IRT model to capture dynamic engagement shifts. This approach

allows examinees to transition between careful engagement and rapid guessing states, providing a more nu-

anced understanding of test-taking behavior. Unlike prior models, it employs a fully Bayesian approach using

the no-U-turn sampler (NUTS) for improved efficiency.

Monte Carlo simulations were conducted to assess the model’s performance across test difficulty (easy, mod-

erate, hard) and fatigue (high, mild, and low) levels, comparing its results with conventional RT-integrated IRT

models. The accuracy in recovering model parameters was assessed using bias and root mean squared error

(RMSE). Findings highlight the proposed model’s advantages in capturing test-taking behavior dynamics and

improving estimation accuracy over alternative models.
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It is common that cognitive, educational, and psychological assessments generate count data. Qiao and Potgieter

(2025) proposed a one-parameter Quasi-Poisson item response theory (IRT) model that handles equidispersion,

overdispersion, and underdispersion in count data. This model has several advantages. First, it provides more

accurate statistical inference than existing methods, such as the Rasch Poisson Counts Model (RPCM) and the

negative binomial IRT model (NBM), when their assumptions on count data dispersions are violated. Second,

it includes dispersion parameters that are directly comparable to RPCM and NBM, thus facilitating interpreta-

tions when these models are used together. The existing Conway-Maxwell-Poisson IRT model that also handles

heterogeneous dispersions, however, has dispersion parameters on a different scale than NBM. Third, the Quasi-

Poisson model has superior computation efficiency than existing methods.

This research extends the Quasi-Poisson model (Qiao & Potgieter, 2025) to a two-parameter Quasi-Poisson IRT

model that allows both varying discriminations and dispersions, aiming to better accommodate data from

count data tests. It is a semiparametric model specifies the first two conditional moments for the count vari-

ables and derives marginal moments to estimate model parameters. Simulation studies demonstrate the two-

parameter Quasi-Poisson model’s efficacy in parameter recovery across different scenarios. Empirical data

analysis further illustrates the application of the model in a real-world setting.
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Diagnostic classification models have been developed to assess students’ learning status and provide remedial

instructions. However, the impact of mastery or non-mastery of specific attributes on long-term learning de-

velopment remains uncertain. If certain non-mastered attributes hinder the growth of mathematical ability,

early intervention becomes essential. In this study, we developed a random effect diagnostic classification for

multilevel growth curve (RDC-MGC) model to identify the specific effects of attribute mastery on the individual-

level mathematics ability growth. The model was applied to arithmetic test data from second- to sixth-grade

elementary students. Diagnosis was conducted in the second grade, and the effects of mastery on mathematics

ability growth from the third to sixth grades were assessed. The results showed that attribute mastery in the

second grade influenced both the intercept and slope of individual ability growth, highlighting the importance

of early-stage diagnosis in supporting mathematical development.
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Recent studies on cognitive diagnostic models (CDMs) have extended the framework to longitudinal data. Vari-

ous methods combined CDMs and hidden Markov models (HMMs) to assess changes in attributes over time, and

to evaluate the effects of interventions and covariates. A requirement for model fitting, inference, and inter-

pretation is that models are identifiable. Methods for investigating this assumption are made under a variety

of conditions. In this paper, we outline general techniques for deriving identifiability conditions in common

experimental design used in education research. Specifically, we consider three typical designs: counterbal-

ancing, pretest/posttest single group design, and multiple-group longitudinal design. For each, we propose the

identifiability constraints, and comment on the general techniques used to derive such constraints. We then

focus on the multiple-group longitudinal design which is widely used for evaluating intervention effects. A gen-

eral HMM model is introduced, and its parameters are estimated using a Gibbs Sampling algorithm under a

Bayesian framework. We assess parameters recovery through a Monte Carlo simulation study and apply our

model to a real dataset from a study which evaluates the effectiveness of two interventions relative to a con-

trol condition. The results demonstrate the flexibility of the model and its potential to offer new insights into

learning processes compared to existing methods.

165



2025 International Meeting of the Psychometric Society

A statistical framework for dynamic cognitive diagnosis in
digital environments

Thursday, 17th July - 09:30: Longitudinal Cognitive Diagnostic Models (GH: Think 5) - Oral

Ms. Yawen Ma (Lancaster University), Dr. Gabriel Wallin (Lancaster University), Dr. Anastasia Ushakova (Lancaster

University), Prof. Kate Cain (Lancaster University)

This study introduces a Bayesian estimation framework to enhance cognitive diagnostic models (CDMs) by es-

timating the unknown Q-matrix directly from real-world data, addressing key limitations of existing models.

The framework jointly estimates the Q-matrix, item parameters under Deterministic Input, Noisy “And” Gate

(DINA) models, and student latent skill mastery states across multiple time points using Markov Chain Monte

Carlo (MCMC) methods. By incorporating covariate effects, it provides insights into how students acquire skills

and transition between mastery states. We applied this framework to log files from a digital learning environ-

ment. The empirical analysis shows that the model effectively captures Q-matrix that maps items to required

skills, as well as students’ skill states and transitions over time, offering detailed insights into student learn-

ing trajectories. When applied to real-world data, the model demonstrates practical value in early educational

settings. Rigorous validation through simulation studies confirms the effectiveness of the MCMC algorithm.

Simulations highlight the robustness of this framework under various conditions, including different sample

sizes, different number of items, and sparsity levels of Q-matrix. The results confirm that the Q-matrix can be

recovered directly from the response data with promising accuracy, along with other key parameters. Overall,

this study demonstrates the comprehensiveness of such data-driven approach to accurately capture transitions

in learning trajectories using real-world data and simulations, offering valuable insights into student learning

processes and advancing personalized interventions in digital learning environments.
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At most large universities in the U.S., introductory STEM courses are taught in massive lecture halls, often en-

rolling over a thousand students annually. This “one-size-fits-all” approach, typically lacking sufficient teaching

staff and resources (e.g., TAs or graders), contributes to high DFW rates (grades of D, F, or Withdrawal), often

reaching 30%-50%. The rates are even higher for underrepresented minority (URM) students; for instance, a

recent Algebra and Trigonometry course at a Midwestern university saw a 66% DFW rate among URMs.

These “gateway” courses are critical prerequisites for STEM majors, and failing them can force students to switch

majors or extend their time to degree completion. To address this challenge, we developed a CAT-based diagnos-

tic testing tool that provides personalized assessments and targeted feedback. By leveraging CAT and cognitive

diagnostic models, the tool helps instructors pinpoint students’ learning gaps while ensuring fairness by iden-

tifying biased items.

This innovative approach has the potential to significantly improve student outcomes and promote equity in

STEM education. Additionally, this paper explores how CD-CAT can enhance Gen-AI applications in education,

particularly in designing personalized learning pathways and delivering tailored insights. We discuss how CAT-

based assessments can optimize individualized learning experiences while balancing detail and brevity in in-

structional feedback.
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You can’t tuna fish, but can you tune a CAT?

Thursday, 17th July - 09:15: Computer Adaptive Testing II (GH: Think 3) - Oral

Mr. Joseph DeWeese (University of Minnesota), Prof. David Weiss (University of Minnesota)

The performance of computerize adaptive tests (CATs) can heavily depend on values of tuning parameters of its

component algorithms, such as the standard error (SE) cutoff value used for a SE termination rule. However,

these tuning parameter values are often chosen in an unsystematic manner, especially in the CAT variable-

length termination criteria literature. This has resulted in comparisons of CAT termination methods that lack

interpretability; it is unclear to what extent observed differences in CAT performance are due to differences in

termination methods or in how (or if) the methods were tuned. This study provides a preliminary evaluation of

a general framework for systematically selecting CAT component algorithms and tuning their parameter values.

Because the CAT tuning parameter space is often of low dimensionality, a grid search across a specified subset

of the parameter space is feasible, using simulated CAT data. The search is guided by a user-created objective

function that incorporates the goals of CAT, such as jointly minimizing measurement error and test length. It

is not expected that there is a single optimal objective function formulation, but rather the formulation of the

objective function may vary depending on the use case and goals of the test. However, for a single comparison

scenario, all comparisons are made using the same formulation of the objective function. This study explores

different possible formulations of this objective function and their properties, and preliminary simulation re-

sults show that multiple formulations are viable, at least for the comparison of CAT termination methods.
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Incorporating omission behaviors into computerized adaptive
testing: A psychometric evaluation using IRTree models

Thursday, 17th July - 09:30: Computer Adaptive Testing II (GH: Think 3) - Oral

Ms. Lixin (Lizzy) Wu (University of Illinois Urbana-Champaign), Dr. Huan (Hailey) KUANG (Florida State University), Dr.

Justin Kern (University of Illinois Urbana-Champaign)

Computerized adaptive testing (CAT) improves measurement efficiency by dynamically selecting items based

on an examinee’s ability level. However, traditional CAT methodologies, particularly those employing the unidi-

mensional two-parameter logistic (2PL) item response theory (IRT) model, often overlook omission behaviors—

either treating omitted responses as incorrect or applying simplistic imputations. These limitations can intro-

duce systematic bias in ability estimation and compromise test score validity.

This study addresses these issues by integrating omission behaviors into CAT using an Item Response Tree

(IRTree) framework, which decomposes response processes into distinct dimensions, such as omission tenden-

cies and ability traits. Two IRTree models—a multi-unidimensional and a bifactor IRTree model—were imple-

mented alongside a conventional unidimensional 2PL IRT model, which served as a baseline. A Monte Carlo

simulation study was conducted to evaluate model performance across varying sample sizes (500, 1000, 2000),

fixed-length CAT administrations (10, 20, 30 items), and item bank sizes (100, 200, 500). To ensure a rigorous

assessment, each model also functioned as a data-generating model, with omission and correct response rates

systematically controlled across conditions. After initial calibration, CAT simulations based on each model un-

derwent 100 replications, with performance evaluated using bias, root mean squared error (RMSE), estimated-

to-true trait correlations, test overlap rates, and item exposure distributions.

Results indicate that IRTree-based CAT models, particularly the bifactor IRTree approach, reduce bias and RMSE

for omission dimensions while maintaining comparable ability estimation precision. These findings highlight

the benefits of modeling omissions to enhance score validity and fairness, particularly in high-stakes assess-

ments.
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Post-hoc multiple comparison tests in adaptive measurement
of change

Thursday, 17th July - 09:45: Computer Adaptive Testing II (GH: Think 3) - Oral

Mr. Raj Wahlquist (University of Minnesota), Prof. David Weiss (University of Minnesota)

To measure psychological change in an individual, IRT-based computerized adaptive tests can be administered

at multiple occasions to determine if significant intra-individual change in the latent trait has occurred for that

person. This procedure is known as adaptive measure of change (AMC), which is, specifically, the measurement

and testing for significant individual psychometric change in estimated trait levels at two or more measurement

occasions using null hypothesis significance testing (Finkelman et al., 2010; Tai et al., 2023). However, only om-

nibus tests have been implemented for AMC when data from more than 2 measurement occasions are present

(Phadke, 2017; Tai et al., 2023). This necessitates the use of post-hoc comparison tests to show which pair of

measurement occasions are psychometrically different. Because AMC uses null hypothesis significance testing

there is a concern that doing multiple tests per person will inflate the family-wise Type 1 error rate. This study

developed and evaluated different pairwise comparison tests to identify which pairs of θ were significant from

each other, i.e., when significant change had occurred. Using Monte-Carlo simulation, results showed that the

comparison tests were able to successfully control the family-wise Type 1 error rate with only a moderate de-

crease in power. Further, using an ANOVA framework, this study also was able to ascertain which variables had

the most effect on the power and Type 1 error. These variables were type of item bank, amount of psychometric

change, number of items, number of measurement occasions, and starting level.
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Adapting transformers to wording-based item difficulty
prediction

Thursday, 17th July - 13:30: Artificial Intelligence III (GH: Meridian 1-2) - Oral

Mr. Jan Netík (Institute of Computer Science, Czech Academy of Sciences; Faculty of Education, Charles University), Dr. Patrícia

Martinková (Institute of Computer Science, Czech Academy of Sciences; Faculty of Education, Charles University)

Accurate item difficulty estimation is a fundamental challenge in high-stakes educational test construction. Tra-

ditionally, difficulty is estimated through small-scale pretesting or expert judgments. However, pilot samples

may not accurately represent the target population, estimates may exhibit large errors, and expert ratings are

not sufficiently reliable. Alternatively, difficulty can be derived from item wording, but most approaches use

various text features extracted from extensively preprocessed wording, leading to a loss of crucial morphosyn-

tactic information. To address this, recent research (Netík et al., 2024) has explored fine-tuning transformer

models that enable circumventing the preprocessing step, yet improvements over feature-based methods have

been only marginal, presumably due to insufficient item wording representation.

This paper introduces architectural modifications to improve model performance by ensuring a more compre-

hensive representation of the item. We propose three key changes: (1) a multitask learning framework that

jointly predicts item difficulty and classifies wording components to encourage balanced attention distribution,

(2) an encoding strategy that processes wording parts separately before merging them into a unified represen-

tation, and (3) leveraging deeper layers of the encoder stack instead of relying solely on the last hidden states

of the first token. Additionally, we compare these modifications with the few-shot learning capabilities of state-

of-the-art large language models and explore the potential of using their predictions to generate training data

for fine-tuning smaller models.

We aim to contribute to a more robust transformer-driven solution for item difficulty prediction, potentially

reducing reliance on established yet limited approaches while improving the precision of difficulty estimates.
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Automated cognitive feature generation: LLM applications in
item difficulty modeling

Thursday, 17th July - 13:45: Artificial Intelligence III (GH: Meridian 1-2) - Oral

Mr. Mubarak Mojoyinola (University of Iowa)

This study explores the potential of Large Language Models (LLMs) to automate the generation of cognitive

features for item difficulty modeling (IDM) in educational assessment. Traditional IDM approaches rely on cog-

nitive features manually coded by trained raters, which limits scalability. While recent studies have utilized

Natural Language Processing to extract textual features, cognitive features remain challenging to automate.

Using Claude 3.5 Sonnet with zero-shot prompting, we generated six cognitive features for 714 Grade 3-5 math-

ematics items: number of unknown parameters, computation steps, relative definition of unknowns, problem

type (abstract/real-world), equation type, and depth of knowledge. These were combined with fourteen text-

based features including word counts, readability indices, and digit counts to predict item difficulty using ran-

dom forest models.

Results show that models incorporating both text-based and cognitive features achieved superior predictive per-

formance (R²=0.10) compared to models using only text-based (R²=0.04) or cognitive features (R²=0.04) alone.

Feature importance analysis revealed that word character count, depth of knowledge, total character count,

Flesch reading ease, and stem word count had the greatest impact on model accuracy.

This study demonstrates the potential of using LLMs to generate theoretically grounded cognitive features that

would traditionally require extensive human effort. By automating cognitive feature extraction, we streamline

the IDM process while enhancing its theoretical foundation, offering a promising approach for more efficient

and scalable assessment development.
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Differential embedding dimension functioning in natural
language processing for psychological assessment

Thursday, 17th July - 14:00: Artificial Intelligence III (GH: Meridian 1-2) - Oral

Mr. Pengda Wang (Rice University), Ms. Ashley Sylvara (Kansas State University), Dr. Tianjun Sun (Rice University), Dr. Mikki

Hebl (Rice University), Dr. Fred Oswald (Rice University)

Psychological assessment plays a crucial role in organizational research and broader social-behavioral sciences

by providing data-driven insights. A key challenge in this domain has been ensuring measurement invariance

across diverse groups, leading to the development of methodologies such as Multi-Group Confirmatory Factor

Analysis (MGCFA) and Differential Item Functioning (DIF). These psychometric techniques, grounded in Factor

Analysis and Item Response Theory, assess whether measurement tools function equivalently across popula-

tions. Their significance extends to fields such as personnel selection, education, and healthcare. With advance-

ments in natural language processing (NLP) and machine learning (ML), embedding models have emerged as

powerful tools in psychological assessment. These models convert textual data into numerical representations,

capturing semantic relationships beyond traditional methods. However, NLP applications raise concerns re-

garding fairness and potential biases in machine-derived assessments. This study introduces Differential Em-

bedding Dimension Functioning (DEDF), a novel approach to detecting bias in embedding models using psycho-

metric techniques. We analyze data from 357 participants across undergraduate and working adult samples,

who completed a Big Five personality assessment via AI chatbot interviews. By treating embedding dimensions

as psychometric items, we employ measurement invariance analyses (MGCFA and DIF) to identify discrepancies

across demographic groups. Additionally, qualitative analysis of text data offers insights into contextual influ-

ences on trait predictions. This work bridges traditional psychometrics and modern ML techniques, aiming to

enhance the fairness and validity of NLP-based assessments in high-stakes settings.
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Using a psychometric approach to design AI agents with
personality under different scale formats

Thursday, 17th July - 14:15: Artificial Intelligence III (GH: Meridian 1-2) - Oral

Dr. Xijuan Zhang (York University), Ms. Muhua Huang (University of Chicago), Dr. Jessie Sun (Washington University in St.

Louis), Dr. Victoria Savalei (University of British Columbia)

The Big Five Inventory-2 (BFI-2) by Soto and John (2017) is one of the most popular psychological scales for

measuring personality. In this talk, I will present my two recent research papers on BFI-2.

In the first research paper, we converted the original BFI-2 in the Likert format into three alternative formats

to address response bias and methods in the original BFI-2. Our findings revealed that while the Likert and al-

ternative formats exhibit similar validity, the alternative formats—particularly the Expanded format—showed

better psychometric properties, including enhanced factor structure, increased reliability, and reduced careless

responding.

In the second research paper, we examined using the BFI-2 in the Likert and Expanded format to design Large

Language Models-Based Agents (a.k.a., AI-agents) with different personalities. We found that compared to the

Likert format, using the BFI-2 in the Expanded format makes it easier to assign different AI-agents with person-

alities. We validated the AI-agents by showing strong correspondence between human and AI-Agent answers

to other personality tests and decision-making scenarios. This suggests that researchers could potentially use

AI-agents as study participants. However, there are significant limitations to using AI-agents in research, which

I will discuss at the end of the talk.
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Enhancing systematic review efficiency: A generative
AI-powered data extraction pipeline

Thursday, 17th July - 14:30: Artificial Intelligence III (GH: Meridian 1-2) - Oral

Ms. Xiyu Wang (Purdue University), Dr. Hua-Hua Chang (Purdue University), Dr. Yukiko Maeda (Purdue University)

Systematic reviews are critical for evidence synthesis, yet manual data extraction remains time-consuming and

error-prone, limiting efficiency. Existing automated tools, such as Covidence, DistillerSR, and EPPI-Reviewer,

assist with study screening but still rely heavily on manual input for data extraction (Ofori-Boateng et al., 2024).

Moreover, keyword-based automation techniques often struggle to accurately capture context-dependent infor-

mation (Ge et al., 2024). Advances in natural language processing (NLP) and generative AI present an opportu-

nity to enhance data extraction with improved accuracy and efficiency.

This study proposes an R-based pipeline, designed as a lightweight app or webpage, integrating ChatGPT via

API to automate structured data extraction in systematic reviews. The pipeline processes three key documents:

(1) a coding sheet specifying the structured data points to ensure standardization across studies, (2) a full-text

corpus of eligible articles serving as the primary data source, and (3) a background document providing domain-

specific context, including definitions, terminology, and examples, to enhance AI interpretability. Structured,

task-specific prompts guide the AI in retrieving targeted data while minimizing interpretative bias. To address

token-length constraints, the pipeline employs a document chunking strategy, segmenting lengthy articles into

semantically coherent sections to preserve context across processing iterations. Extracted data will be validated

against human-coded results for accuracy and consistency.

By automating structured data extraction, this pipeline reduces manual effort, enhances standardization, and

improves the reliability of evidence synthesis. Its integration into systematic review workflows supports scal-

ability, allowing researchers to process large volumes of literature more efficiently while maintaining rigor in

data extraction.
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Exploring link prediction in social networks

Thursday, 17th July - 13:30: Network Models II (GH: Meridian 3-4) - Oral

Ms. Apoorva Verma (University of Maryland), Dr. Tracy Sweet (University of Maryland), Ms. Daria Smyslova (North Carolina

State University), Dr. Daniela Castellanos-Reyes (North Carolina State University)

To model interactions or relationships among individuals, social network models can directly (e.g., Exponential

Random Graph Models; Robins et al., 2007; Wasserman & Pattison, 1996) or indirectly (e.g., latent space models;

Hoff, Raftery, & Handcock, 2002) accommodate the underlying dependencies among individuals in a group

setting. In addition to modeling network ties, social network models can be used to predict tie values, also called

link prediction. Link prediction can be utilized for imputing missing data (Hoff, 2008), evaluating model fit

(Dabbs et. al, 2020), and for predicting ties among nodes in other networks or ties with a node new to the existing

network. Thus, we explore the potential of using machine learning algorithms to predict binary network ties

from node and edge covariates. We investigate the performance of standard machine learning algorithms in

predicting math advice-seeking among school staff members in a U.S. district. We then compare these results

with those obtained from latent space models to determine whether machine learning algorithms can produce

more accurate link prediction in social networks than model-based methods.
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Psychological networks as scale-free and small-world
networks: Insights from large-scale survey data

Thursday, 17th July - 13:45: Network Models II (GH: Meridian 3-4) - Oral

Dr. Guangyu Zhu (The Australian National University)

Network approaches have gained increasing prominence in psychology; however, the structural attributes of

psychological networks remain underexplored. As parts of biopsychosocial systems, psychological networks

may share properties observed in neural, social, and semantic networks—such as scale-free topology, charac-

terized by power-law degree distributions. This study uses data from seven large-scale psychology-related sur-

veys to investigate whether psychological networks exhibit scale-free properties and other systemic attributes

(e.g., small-world organization, modularity).

Results found that, while psychological networks do not strictly adhere to power-law distributions, they display

a long-tail degree distribution, suggesting a hierarchical structure where most variables are sparsely connected,

while a minority serve as highly connected hubs. Moreover, the networks exhibit robust small-world proper-

ties, including moderate to high global clustering coefficients (C = 0.25–0.51), short average path lengths (L =

2.23–8.09), and high small-world indices (O = 1.38–3.00). Additionally, the networks showed positive degree

correlations (r = 0.06–0.34) and high modularity (Q = 0.33–0.92).

These findings reveal shared structural patterns in psychological networks, advancing our understanding of

psychological systems as complex adaptive systems. They offer significant implications for both theoretical

development and practical interventions, such as identifying key hubs within psychological networks and de-

signing targeted interventions informed by network topology.
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Estimating causal effects on psychological networks using
item response theory

Thursday, 17th July - 14:00: Network Models II (GH: Meridian 3-4) - Oral

Mr. Joshua Gilbert (Harvard University), Dr. Benjamin Domingue (Stanford University), Dr. James Kim (Harvard University)

Network models in which each variable interacts with the others in a complex system have emerged as an

important alternative to latent variable models in psychometric research. However, confirmatory methods

for group network comparison are limited by practical constraints, such as the computational intractability of

the Ising model in large networks. In this study, we demonstrate how to estimate causal effects on network

state and strength when direct network estimation is not feasible by leveraging the mathematical equivalen-

cies between the Ising model and item response theory (IRT) models. We demonstrate through simulation that

a two-parameter logistic (2PL) explanatory IRT model can simultaneously recover causal effects on network

state and strength. We first apply the method to a single empirical example of a vocabulary assessment from

a content literacy intervention to demonstrate model building and interpretation strategies. We then replicate

our approach with 72 empirical datasets from randomized controlled trials with item-level outcome data in ed-

ucation, economics, health, and related fields. Our results show that causal effects on network strength are both

common and uncorrelated with effects on network state, suggesting that causal network models can provide

new insight into the impact of interventions in the social and behavioral sciences.
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Item pool maintenance in computer adaptive tests: A network
approach

Thursday, 17th July - 14:15: Network Models II (GH: Meridian 3-4) - Oral

Dr. Klint Kanopka (New York University), Ms. Sophia Deng (New York University), Ms. Yining Lu (New York University)

Computer adaptive testing has delivered enormous advances in measurement efficiency and test security,

though new issues persist. Maintaining a sufficiently large item pool requires constantly managing item expo-

sure patterns, rotating out overexposed items, and calibrating new items. Additionally, parameter drift presents

an additional maintenance task of pool recalibration, further complicated by potential bias in estimated param-

eters due to item delivery that prioritizes testing efficiency.

We propose representing the state of the item pool as a network. Here, individual items are nodes with edges

connecting items with responses from the same individual, weighted by the inverse number of co-respondents.

This builds a natural sense of distance, giving the shortest weighted path between two items the interpretation of

an indicator of the magnitude of potential relative calibration error. Additionally, it provides a natural metric

to optimize when selecting items to deliver for pool quality maintenance: network diameter, or the longest-

shortest path between items. New item selection algorithms can balance pool maintenance and maximum

information on the fly. Finally, network structure allows for the adaptation of message passing from graph

neural networks to engage in local online item recalibration, combating parameter drift.

This presentation builds intuition for the structure, as well as the algorithms for item selection and informa-

tion propagation. Through simulated data, we present results on the efficacy of our network-based method in

reaching the stated goals of online calibration of new items, online recalibration of existing items, and more

balanced exposure patterns alongside tradeoffs to necessary test length to maintain precision.
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Using social network analysis to detect and interpret network
collusion

Thursday, 17th July - 14:30: Network Models II (GH: Meridian 3-4) - Oral

Dr. Richard Feinberg (National Board of Medical Examiners)

Testing organizations routinely investigate if secure content has been compromised, giving future test-takers

potential advanced access to exam content, known as item preknowledge. Traditional statistical methods for

detecting preknowledge, specifically response similarity indices (Holland, 1996; Wollack, 1997; van der Linden

& Sotaridona, 2006), focus on identifying unusual similarities between pairs of examinees, such as when one

student copies off another. However, these indices are no longer aligned with modern collusion behavior, as

prospective examinees can easily engage online and in unpredictable ways with emerging technologies. Recent

research has begun to address this concern with methodologies that leverage response similarity probabili-

ties among all pairs as a distance matrix in clustering algorithms to uncover group-level patterns of collusion

(Wollack & Maynes, 2017; Below & Wollack, 2021; Eckerly, 2021).

In the present study, we extend this research by applying social network analysis to demonstrate a method to not

only detect the presence of collusion communities but also relate explanatory factors to facilitate interpretation

and, if warranted, action. Operational data from a high-stakes examination containing 2,130 examinees and

100 items will be manipulated to create several conditions of collusion, including the number of examinees and

groups with preknowledge, the number of compromised items, and the intensity of the compromise. Discussion

will include evaluation of results, approaches for network visualization, policy implications, and additional

analysis steps to further explore detected collusion communities.
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Assumptions in latent moderation: The role of measurement
(non)-invariance

Thursday, 17th July - 13:30: Moderation and Mediation Analysis (MAC: Johnson) - Oral

Dr. Kaylee Litson (University of Houston)

Statistical interaction effects are common in psychology research because they allow researchers to examine

the effect of a predictor to an outcome, conditional on the values of moderating variables. Although moderation

is often evaluated among observed variables (Cortina et al., 2021), approaches for evaluating both the measure-

ment and structural components of latent moderation are developing. When interaction effects are directly

evaluated among latent variables using modern approaches, like product indicator or latent moderated struc-

tural equations, the underlying measurement properties of indicators are assumed equal across different levels

of the moderator. This so-called measurement invariance assumption is untested and may be incorrect, since

an estimated interaction effect may be due to differences in the measurement structure of the latent variables

across levels of the moderator, and/or due to true differences in the structural paths among latent variables

across levels of the moderator. Although measurement invariance is sometimes evaluated in the presence of

categorical latent interaction effects (e.g., Litson et al., 2017), assumptions regarding measurement invariance

have yet to be applied to continuous latent moderation, despite developments in approaches to evaluate mea-

surement invariance across continuous variables (Hirschfeld et al., 2014; Molenaar, 2021). The goal of this

project is to extend the framing around continuous latent moderation such that measurement invariance is a

testable assumption in the evaluation of both continuous and categorical latent interaction effects. This paper

will present a method with assumptions to be tested and apply the method to a dataset measuring personality

and networking on career goals and outcomes.
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MNLFA with three or more latent dimensions

Thursday, 17th July - 13:45: Moderation and Mediation Analysis (MAC: Johnson) - Oral

Dr. Noah Padgett (Harvard University)

Moderated nonlinear factor analysis (MNLFA) is readily applied to one or two latent factors. However, extend-

ing beyond two factors has been difficult due to the complexity of ensuring positive definiteness of the factor

covariance matrix for every combination of person factors in the design matrix. I will present an approach to

parameterizing the factor covariance matrix that decomposes the factor variances and factor correlations to

allow for moderation in the variances, correlations, or both. Simulated data will be used to illustrate how the

parameterization leads to differences across subgroups in the observed correlations among items. Implications

for testing measurement non-invariance and impact will be discussed.
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Bayesian nonparametric nonlinear moderation model

Thursday, 17th July - 14:00: Moderation and Mediation Analysis (MAC: Johnson) - Oral

Dr. Siyi Wang (Sun Yat-sen University), Dr. Qijin Chen (Sun Yat-sen University), Prof. Junhao Pan (Sun Yat-sen University)

Moderating effects explore how a third variable influences the relationship between two variables, offering

deeper insights into psychological processes. Recent research has increasingly emphasized nonlinear moder-

ating effects, such as quadratic terms, reflecting the complexity of psychological relationships. For example,

parental expectations moderate the link between parental educational involvement and children’s academic

performance, but this effect is likely nonlinear—higher expectations do not consistently enhance the positive

impact of parental educational involvement on children’s academic performance. However, studying com-

plex and dynamic moderators remains challenging with traditional parametric methods, which rely on rigid

assumptions about the moderator’s predefined form. In this research, the Bayesian nonparametric nonlinear

moderation model, drawing on the idea of a varying-coefficient model, provides a more flexible approach. It

allows for the modeling of nonlinear moderating effects that can change across levels of the moderating vari-

able, thus accommodating more complex relationships without the need for a rigid parametric assumption. A

simulation study was conducted to evaluate how factors such as sample size and the nature of the moderators in-

fluence the model’s performance. Additionally, an empirical example about parenting behavior was presented

to demonstrate how this approach can be applied in real-world research. By using a varying-coefficient model

within the Bayesian framework, this method enhances the understanding of nonlinear interactions and pro-

vides a robust tool for analyzing complex moderation effects in psychological research, offering richer insights

into the underlying mechanisms of behavior.
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Cost-efficient sampling strategies for experiments detecting
moderation and main effects

Thursday, 17th July - 14:15: Moderation and Mediation Analysis (MAC: Johnson) - Oral

Dr. Zuchao Shen (University of Georgia), Dr. Benjamin Kelcey (University of Cincinnati), Prof. Zhenqiu Lu (University of

Georgia), Ms. Eunji Lee (University of Georgia)

Moderation analyses can answer questions about where, for whom, and under what conditions intervention

effects are most salient. Together with the main effect analysis that can answer questions about whether in-

terventions work or not, the results from moderation and main effect analyses provide the evidence base for

effective policy development (Raudenbush & Liu, 2000; Spybrook et al., 2016). The literature has developed sta-

tistical power formulas for main and moderation effects (Dong et al., 2018; Dong, Kelcey, Spybrook, 2021; Dong,

Spybrook, et al., 2021; Raudenbush, 1997; Raudenbush & Liu, 2000). However, the literature has not offered a

framework that simultaneously considers both effects (moderation and main), cost, efficiency, and statistical

power when designing experimental studies.

The purpose of the present study is to develop a jointly optimal design framework for cluster-randomized trials

(CRTs) investigating both moderation and main effects. Such a framework enables researchers to identify the

optimal sampling allocations by considering the cost of sampling and statistical power for both effects. This

study is an important extension of the past work on optimal design (Shen & Kelcey, 2020, 2022a, 2022b). The

present study has developed such a framework for CRTs investigating moderation and main effects, using the

same ant colony optimization algorithm that has been shown to work as intended for the optimal design of

CRTs investigating mediation effects (Shen et al., 2025). The proposed methods, including optimal sample al-

location calculation and power analysis for both effects, will be implemented in the R package odr before the

presentation.
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Recent developments in dynamic fit index cutoffs for latent
variable models

Thursday, 17th July - 13:30: Model-Data Fit (MAC: Thomas Swain) - Oral

Dr. Daniel McNeish (Arizona State University)

The prevailing approach to scale validation involves comparing factor analytic model fit indices to benchmarks

suggested by Hu & Bentler (1999) like RMSEA < .06 or CFI > .95, as evidenced by the paper receiving over 135,000

citations. However, these benchmarks were derived from simulation and several studies have shown that

benchmarks with desirable statistical properties will change depending on characteristics of the data or model

being evaluated. Broadly using static cutoffs like RMSEA < .06 or CFI > .95 could potentially reward or punish

certain models arbitrarily based on their characteristics rather than how well they actually fit. For nearly 20

years (e.g., Millsap, 2007), methodologists have suggested re-simulating cutoffs for each model to avoid possible

issues with overgeneralizing static cutoffs. These suggestions mostly went unheeded until advances in compu-

tational power and open software facilitated computational approaches to re-simulate cutoffs. McNeish & Wolf

(2023) developed dynamic fit index cutoffs as a way to replicate Hu & Bentler’s simulation while adaptively

replacing the simulation conditions with characteristics from the researcher’s specific model. However, Hu

& Bentler’s simulation does not extend beyond CFA, maximum likelihood, and continuous responses whereas

many scales use ordinal/Likert responses, consider a variety of factor structures, or alternative estimators. This

talk discusses recent developments to extend dynamic fit index cutoffs beyond models and response scales con-

sidered in Hu & Bentler’s original simulation so that benchmarks with desirable statistical properties can be

derived for the broader types of models researchers consider and data structures that they often possess.
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Cut-off for the deleted-one-covariance-residual case influence
measure in covariance structure analysis

Thursday, 17th July - 13:45: Model-Data Fit (MAC: Thomas Swain) - Oral

Dr. Fathima Jaffari (Qiyas,ETEC,Saudi Arabia), Dr. Jennifer Koran (Quantitative Methods Program AT Southern Illinois

University Carbondale)

The existence of unusual cases affects the modeling results yielded from fitting target models to the data. In

Structural Equation Modeling (SEM), the influence of any case on the modeling results is calculated by case

influence measures. The problem with these measures is that they are model based measures, and their per-

formance is subject to specification error. A new model-free case influence measure, Deleted-One-Covariance-

Residual (DOCR), was introduced to the SEM field by (Jaffari and Koran, 2023) as a model-free case influence

measure that overcomes the problem of misspecification. this study aims to evaluate the adequacy of the cut-off

set for the DOCR and compare its adequacy to those points resulted from narrowing the area of the dramatic

increase in the influence of the cases, and the performance of DOCR in flagging the simulated target cases was

compared by calculating the miss-rate of DOCR at those points when the sample size, proportion of target cases

to non-target cases, and type of model used to generate the data are manipulated. The mean of the 100 replica-

tions for the miss rates and their 95% confidence intervals have been calculated using R package psych (Revelle,

2018). The results showed that with a cutoff value of (0.008), the DOCR recorded the lowest miss rate since about

% 1.1 to % 28.3 of the simulated target cases were not flagged by DOCR, and these percentages were the same

for other cut-offs set below (0.008), which supports setting the point (0.008) as a recommended cut-off for DOCR.
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Dr. Graham Rifenbark (University of Wisconsin - Madison), Dr. Terrence Jorgensen (University of Amsterdam)

Researchers have proposed procedures to construct structural fit indices (SFIs) due to the shortcomings of global

fit indices (GFIs) when evaluating the structural component of structural equation models (SEMs). We focus

on test statistics and SFIs that stem from a two-step procedure given by Hancock and Mueller (2011): first, a

confirmatory factor analysis is estimated and subsequently, a path analysis is fitted using the model-implied

latent covariance matrix (Φ). This procedure results in a pseudo-χ2 test statistic which can be used to construct

structural versions of GFIs. This two-step SFI procedure ignores uncertainty about Φ, which elevates Type-I

error rates, performing worse with less reliability indicators, more indicators per factor, and smaller samples

(Rifenbark, 2019; Cao et al., 2023; Heene et al., 2024). As such, modeling and empirical solutions have been

investigated to improve two-stage SFIs. Rifenbark and Jorgensen (2023) investigated the use of the structural-

after-measurement (Rosseel & Loh, 2024) framework, while Zhang and Wu (2024) proposed post-hoc corrections

that consider various computations of information and asymptotic covariance matrices of Φ. We use Monte

Carlo simulation to compare the performance of these advancements and report results for varying levels of

reliability, sample size, and levels of structural misspecification across various models; hypothesizing the new

methods will result in nominal Type-I error rates (for χ2) and 90% CI coverage (for indices based on it), compared

to the uncorrected pseudo-χ2 and its SFIs.
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Dr. Niels Vanhasbroeck (University of Amsterdam), Dr. Kenny Yu (KU Leuven, University of Leuven)

Psychological researchers apply quantitative models to discover the structure of their construct of interest, typ-

ically relying on the fit of the model to the data to reach their conclusions. It has been argued, however, that

fit of the model is not sufficient to shield one from model misspecification, that is from inaccurately represent-

ing the underlying psychological process of interest. Yet it is unclear to which extent misspecified models can

be estimated reliably, and whether the reliability with which parameters can be estimated may signal such

misspecification. In this work, we simulate and estimate a whole range of correctly specified and misspecified

models, going from the inclusion/exclusion of interaction effects to the aggregation across heterogeneous pop-

ulations to a linear/nonlinear structure of the model. For each of these models, we then compute the reliability

of the parameter estimation for the two types of models and compared the results. We predict that misspeci-

fied models may still yield parameter estimates with acceptable reliability metrics when evaluated in isolation.

Additionally, we predict that when compared directly to correctly specified models, these same misspecified

models will exhibit distinctive reliability degradation patterns reflecting compensatory mechanisms. This dual

perspective highlights that while misspecified models might appear adequate when judged solely on standard

reliability metrics, comparative analysis against well-specified alternatives can reveal systematic differences

that signal model-process misalignment.
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In item response theory (IRT), several assumptions must be met to obtain appropriate and unbiased estimates

of a person’s ability level. These assumptions include: (a) a specific type of item response function accurately

describes the data; (b) local independence holds; and (c) the dimensionality of the model is correctly specified,

whether unidimensional or multidimensional. Violations of these assumptions, along with factors such as small

sample sizes or multiple misfitting items, can result in model misfit. Misfitting models lead to biased parameter

estimates, invalid person scores, or, in extreme cases, non-identifiable models.

Several fit indices have been developed to assess IRT model fit. The Pearson chi-squared statistic and the likeli-

hood ratio G-squared statistic, are adapted from factor analysis and compare observed response patterns with

expected response patterns. Alternative model fit indices adapted from factor analysis, such as RMSEA, SRMR,

comparative fit index (CFI), and Tucker-Lewis index (TLI), have been proposed for evaluating IRT model fit. In

addition to overall model fit indices, residual analysis serves as another approach for evaluating IRT model fit.

Bayesian approaches have also been explored for assessing IRT model fit.

Although extensive research has examined various model fit indices, a comprehensive evaluation of their per-

formance under different types of model misfit is lacking. The present simulation study aims to assess the ef-

fectiveness of various model fit indices across different types of model misfit and to determine whether specific

fit indices can distinguish among different sources of misfit.
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Time constraints are a well-known problem in online surveys: There is often insufficient time to administer all

the items necessary for optimal measurement. Measuring constructs using only a few items is undesirable, as

these measurements generally have low reliability, which attenuates the estimates of the effects hypothesized

by the researcher. Fixed-length computerized adaptive testing (CAT) has been proposed as a solution to miti-

gate this problem, as it allows for relatively precise measurement with relatively few items. However, many

behavioral scientists use online survey tools such as Google Forms, LimeSurvey, Qualtrics, or SurveyMonkey

for data collection, none of which support CAT. We propose a simplified version of fixed-length CAT that can be

implemented in online survey tools, called Approximate Multi-Stage Testing (AMST). Depending on the amount

of information obtained prior to data collection, a more or less sophisticated form of AMST can be employed.

Using the linear administration of all items and fixed-length CAT as upper benchmarks, and the linear admin-

istration of a reduced test as a lower benchmark, we will investigate the bias and variance of measurements

obtained using AMST with simulated data. We expect that AMST will yield the most precise measurements if

all estimated item information functions are available prior to data collection. We also expect that if limited

information is available (e.g., only item means reported in the literature), AMST will still be more precise than

the linear administration of a reduced test. In the presentation, we will present the results and demonstrate

AMST using Qualtrics.

190



2025 International Meeting of the Psychometric Society

Issues in calibrating post operational CAT data

Thursday, 17th July - 13:45: Computer Adaptive Testing III (GH: Think 4) - Oral
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Adaptive testing, whether by multistage or item level designs, generates data with substantial missingness. The

marginal properties of post-administration CAT data differ from those of standard linear testing data. Beyond

the challenge of a large percentage of missing values, the observed item correlation structure will be different,

and the items will have been answered by examinees with a much narrower range of abilities. The correlation

between total score and item difficulty is also greatly reduced in CAT data. Nevertheless, the missingness in

post-operational CAT data qualifies as “missing at random” (MAR) in the Rubin (1976) framework because it de-

pends only on the observed responses driving the item selection. It is possible to recalibrate post-CAT response

data and successfully estimate item and person generating parameters. However, as many researchers have

pointed out (Jewsbury &van Rijn, 2020; Mislevy & Wu, 1996), some post-operational uses of such data violate the

MAR assumptions. In particular, if the post-operational calibration omits items relevant to the adaptive item

selection, as might happen if subscales calculated, then significant parameter bias may occur. We simulate anal-

yses of post-CAT data that lead to significant parameter bias, and even a complete breakdown of the underlying

factor. We also show that these problems never occur non-adaptive designs, even with high missingness. Our

discussion speculates on other contexts in which analyses of data from adaptive testing could be biased.
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In multistage testing, groups of items (called ‘modules’) are selected on an examinee-by-examinee basis, pro-

viding a test that targets each examinee’s ability individually rather than providing a one-size-fits-all fixed form

for all examinees. In MST by Shaping (MST-S; Han & Guo, 2013), modules are constructed on-the-fly using a

module-shaping algorithm which iteratively selects and replaces a module’s items to minimize the difference

between the information that module provides (the module information function; MIF) and a predefined tar-

get information function (TIF). This ensures that examinees receive modules with different content but similar

MIFs, promoting fair and consistent measurements.

Loss (i.e., error) between the MIF and TIF is often measured using mean squared error (MSE) or mean absolute

error (MAE). However, these loss functions weigh positive and negative differences between the MIF and TIF

equally, despite these differences being meaningfully different. Negative differences correspond to informa-

tion deficits, whereas positive differences correspond to information surpluses. Because information surpluses

are generally less problematic than information deficits, weighting information deficits more heavily in loss

functions may improve estimation outcomes, as uninformative item modules can result in larger biases and

standard errors of ability estimates.

In this study, directionally-weighted variations of MAE/MSE were developed by implementing a directionality

weight parameter to increase the loss contributed by information deficits. A simulation study was conducted

to compare these directionally-weighted loss functions to their unweighted counterparts (regarding module

information, reliability, and error) under different conditions by varying the number of stages, the number of

items, and the TIFs.
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Objectives
The study aimed to identify necessary score changes for reliable and likely change in PROMIS computer adaptive

testing (CAT) and to compare these with selected short forms (SFs-4a or 8a).

Methods
In a large health system symptom management intervention project, 5,823 completed PROMIS CATs for anxiety

(v1.0), depression (v1.0), pain interference (v1.1), and physical function (v2.0) at baseline and at 4 months. Re-

liable changes were determined using the Reliable Change (RCI, 90% CI) and likely change (LCI, 68% CI) were

calculated using IRT methods. RCI and LCI for short forms (SFs) were estimated for comparison using estab-

lished item parameters.

Results
Reliable (likely) change required CAT and SF-4a score changes of 7(4) for CAT Anxiety, 6(4) for Depression, 5(3)

for Pain Interference, and 6(4) for Physical Function when baseline scores reflected mild to slightly severe symp-

toms. SF-8a’s required smaller changes: 5(3) for Anxiety 8a, 4-5(3) for Depression 8a, 4(2) for Pain Interference

8a, and 4-5(3) in Physical Function 8b. For baseline scores within the normal range, CAT was more accurate

in detecting change compared to SFs. Typically, CAT administration ceased at 4 items once the SE fell below 3,

whereas SF-8a’s maintained SEs around 2 at mid-score ranges.

Conclusions
The reliable/likely change thresholds from this study apply across populations as they depend on scale char-

acteristics, not sample distribution. The choice between LCI and RCI should consider testing mode, baseline

scores, and context, helping researchers and clinicians identify responders and decliners in a way that suits

their use of the scores.
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Ecological momentary assessment studies (EMA) are an increasingly common protocol for collecting intensive

longitudinal data on a variety of psychological phenomena, from psychopathology to social behaviors. A key

consideration of designing EMA studies is minimizing participant burden. Put simply, a participant will be

unlikely to respond to lengthy questionnaires multiple times a day. However, psychological measurement relies

on longer assessments to improve measurement quality. Striking a balance between minimizing burden and

optimizing measurement is vital for the use of EMA protocols.In this project, we develop and evaluate several

approaches for optimizing this balance.

First, we evaluate the use of computer adaptive testing (CAT) methods for reducing the number of items admin-

istered. CAT methods allow for high quality measurement with small numbers of items, but have only been

evaluated in light of the unique properties of intensive longitudinal data in a small number of studies. Here,

we evaluate two different types of CAT, a within-timepoint CAT where the adaptation does not use information

from previous timepoints, and a between-timepoint CAT, where estimates of the construct from previous time-

points inform the adaptation in the current timepoint. Additionally, we develop and evaluate an adaptive test

selection approach, which uses methods from reinforcement learning to determine which constructs to collect

from which participants. The overarching goal of this project is to determine EMA protocols can be modified to

use these methods to reduce participant burden while maintaining rigorous measurement.
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Psychological systems are inherently complex, characterized by nonlinear behavior, emergence, adaptation,

and feedback loops. To better capture this complexity, researchers are increasingly using mechanistic compu-

tational models (i.e., computer code designed to represent explanatory principles or rules of a target system).

However, there is little guidance on how to most effectively develop and use computational models in psycho-

logical research. Other scientific disciplines, such as ecology and chemistry, have used computational modeling

extensively for decades and may offer valuable insights from which psychologists can learn. To address this

gap, we conducted a scoping review containing 53 computational modeling frameworks from diverse scientific

disciplines. Our narrative synthesis focuses on four key questions: (i) the general purpose of computational

modeling, (ii) proposed modeling steps, (iii) best practices for progressing through these steps, and (iv) the role

of empirical data in the modeling process. Drawing on these insights, I will propose an initial how-to guide for

psychologists aiming to integrate computational modeling into their research.
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Theories in psychology and the statistical models we use to study them are intimately connected, but how well

do these models truly reflect the underlying theoretical dynamics?

The network theory of psychopathology conceptualizes mental disorders as emergent from causally intercon-

nected symptoms, predicting that individuals with more strongly connected symptom networks are at higher

risk of developing a disorder. While idiographic network models are frequently used to test this hypothesis, it

remains unclear whether their dynamics truly align with the network theory.

This talk presents a systematic investigation of this alignment using stability landscapes. Focusing on the Ising

model (with different encodings) and the graphical vector autoregressive (GVAR) model, we show how symp-

tom severity and symptom variability map onto theoretical predictions. Our results demonstrate that only the

dynamics of the 0,1 encoded Ising model aligns with the network theory. In contrast, the −1,1 encoded Ising

model yields mixed results and the GVAR model does not align with the core theoretical claims.

The findings underscore the importance of careful theory-model alignment, and we view stability landscapes

as a valuable tool for assessing such correspondences. By systematically interrogating the connections between

theory and model, this work highlights the need for careful theoretical validation of statistical network models

before drawing substantive psychological conclusions.
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Understanding the progression and persistence of mental disorder symptoms requires a mechanistic approach

beyond traditional statistical models. To address this, we develop a computational model that simulates symp-

tom intensity dynamics, with a particular focus on feedback loops as key drivers of symptom amplification and

persistence. Our model captures bistability between healthy and depressed states, revealing tipping points and

hysteresis effects that govern transitions.

Using this model, we systematically simulate diverse symptom network configurations to explore the role of

feedback loops. Our findings indicate that increasing feedback loops generally heightens symptom levels, but

this effect plateaus due to overlapping loops reducing their marginal impact. Additionally, networks with evenly

distributed connectivity sustain higher symptom levels, requiring multiple simultaneous disruptions to weaken

the system’s cohesion and reduce persistence.

To validate these findings, we apply causal discovery methods to real-world clinical data. The results show that

frequently observed network edges in empirical symptom structures closely align with simulated configurations

associated with severe symptoms, highlighting the critical role of specific connectivity patterns in symptom

persistence.

Our work demonstrates the utility of computational modeling in simulating diverse symptom scenarios, provid-

ing a structured framework to examine how certain connectivity influences symptom dynamics. By integrating

mechanistic simulations with causal discovery, we establish a strong link between theoretical models and em-

pirical data. This approach opens new avenues for understanding mental health progression and developing

targeted interventions aimed at disrupting pathological connectivity structures more effectively.
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Despite the excitement over formal models to improve psychological theories, creating one can be a daunt-

ing task. System Dynamics offers tools and principles to help translate theories into computational mod-

els. Broadly speaking, System Dynamics aims to understand and intervene on complex systems by taking a

feedback-centered perspective, where the interactions, nonlinearities, and delays within a system are central

to addressing its problems. These systems can be mathematically described with differential equations as stock-

and-flow models. However, software to build and simulate stock-and-flow models has historically been licensed

and proprietary, such as Vensim and Stella. Despite the rise of open-access software in the past decade, in prac-

tice, System Dynamics remains underutilized if software is not easily incorporated into the platforms most

researchers are used to and skilled in. Moreover, domain-specific languages limit the integration of emerging

methodologies such as artificial intelligence, restricting the potential of this powerful technique. This talk in-

troduces sdbuildR, a package to build and simulate stock-and-flow models in R. System Dynamics modelling

in R offers five main benefits: accessibility, compatibility, flexibility, scalability, and reproducibility. sdbuildR

allows users to easily modify and compile models, lowering the barrier to entry to modelling. In addition, sd-

buildR can translate stock-and-flow models created in Insight Maker, an open-access online System Dynamics

tool. This talk will focus on how sdbuildR can be used practically to develop formal models of psychopathology.

Utilizing R’s flexibility and accessibility, this presentation will demonstrate how sdbuildR facilitates parameter

exploration, parallel simulation, and visualization - key components of iterative model development.
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Model evaluation is crucial in psychological methodology, particularly in the context of Bayesian latent variable

models. Bayesian evaluation methods require integrating out latent variables to compute likelihoods for infor-

mation criteria, and integrating both latent variables and model parameters to compute marginal likelihoods

for Bayes factors. These processes can be computationally demanding, as likelihoods in many latent variable

models are intractable. Moreover, the role of latent variables in model evaluation has been insufficiently ad-

dressed in applied research, likely due to a lack of practical guidance. This study fills these gaps by (a) offering

step-by-step instructions on approximating model likelihoods using an efficient numerical method (i.e., adaptive

Gauss-Hermite quadrature), (b) developing a user-friendly R package, bleval, designed specifically for comput-

ing information criteria and marginal likelihoods in Bayesian latent variable models, and (c) demonstrating the

application of this package in various empirical scenarios, including structural equation models (SEMs), item

response theory (IRT) models, and multilevel models (MLMs). The empirical examples also investigate practical

issues such as the sensitivity of model evaluation results to the number of quadrature nodes, the performance

of the numerical quadrature method in high-dimensional latent variable models, and the handling of latent

class variables in Bayesian mixture models.
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International Large-Scale Assessments (ILSA) in education, such as TIMSS, PIRLS, ICILS, and ICCS, provide valu-

able insights into educational systems worldwide. However, analyzing ILSA data poses unique challenges, in-

cluding how the data is structured and the use of plausible values and replicate weights for estimating the

standard errors. We introduce two R packages to address these challenges: ILSAmerge and ILSAstats.

ILSAmerge simplifies the process of downloading and merging ILSA data across multiple countries into a single

dataset. By automatizing the integration of country-specific files, this package eliminates the need for manual

data handling or the requirement of multiple steps.

ILSAstats is designed to analyze ILSA data. The package calculates means, proportions, quantiles, correlations,

and single-level and multi-level regression models while accounting for plausible values and replicate weights,

adhering to each ILSA’s methodological guidelines.

Together, ILSAmerge and ILSAstats provide a comprehensive toolkit for researchers and analysts working with

ILSA data, streamlining data preparation and statistical analysis.
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ShinyFORC conducts Bayesian probabilistic forecasting (BPF) with longitudinal data. The app implements our

BPF framework that utilizes methodologies explicitly designed to obtain optimally predictive measures of rate

of change as the foundation for projecting future trends. ShinyFORC can be applied to a variety of longitudinal

data; including country-level large-scale assessments, repeated measures for individuals, and more. ShinyFORC

integrates latent growth estimation, Bayesian model averaging (BMA), and Bayesian stacking into one interac-

tive and accessible Shiny software application. The app uses the R program blavaan which runs Stan in the

background, to provide latent growth estimates of units of analysis. These estimates serve as inputs to the BMS,

rstanarm, and loo programs, allowing users to conduct and compare results from BMA and Bayesian stacking

on the predictors of growth under various parameter and model prior specifications available. The stacking

procedures can use ELPDloo model weights, along with options for pseudo-BMA and pseudo-BMA+ weighting.

ShinyFORC also produces in-sample and pseudo-out-of-sample predictions, performance measures, and inter-

active visualizations. Finally, the app can conduct true out-of-sample forecasts and provide forecasting visual-

izations. We finally present a comprehensive walkthrough using PISA data to forecast future trends. ShinyFORC

combines multiple advanced Bayesian methods into a single user-friendly application that is useful for technical

and non-technical researchers working with longitudinal data.
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Ranking from partial comparisons is a fundamental problem in applications such as recommendation systems,

tournament design, and crowdsourced ranking. Selecting which comparisons to make adaptively can signifi-

cantly enhance ranking accuracy while reducing the number of queries needed. This talk presents an active

sequential estimation approach to rank aggregation, leveraging greedy information-based experiment selection

rules to optimize information gain at each step. We establish theoretical guarantees, proving that maximum

likelihood estimation paired with these selection strategies achieves consistency, asymptotic normality, and op-

timal risk performance. Numerical studies on synthetic and real-world ranking tasks illustrate the efficiency of

the proposed methods in recovering accurate global rankings.a
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Research in cognitive assessment has increasingly emphasized the importance of multimodal analysis to ex-

plore problem-solving strategies beyond evaluating only final outcomes. This study investigates problem-

solving strategies in a computerized tower of London (TOL-BR) task, a widely utilized neuropsychological as-

sessment of planning abilities that requires participants to rearrange colored spheres on pegs to match target

configurations within a limited number of moves. A total of 647 participants, with mean age of 20 years and

71.9% female, completed TOL-BR. Five items varying in difficulty were selected for analysis based on Item Re-

sponse Theory parameters and available moves: Item 08 (“easy”, 5 moves), Items 01 and 19 (“medium easy,” 3

and 9 moves, respectively), Item 11 (“medium,” 6 moves), and Item 09 (“hard,” 5 moves). A n-gram frequency

analysis was conducted to identify common action sequences, providing evidence of optimal solution patterns

for item resolutions. The alignment between individual responses and optimal strategies decreased as item

difficulty increased, except for item 19. This alignment was approximately 70% for item 08 and two optimal

solutions identified, 63% for item 01 and one optimal solution, 25% for item 19 and three optimal solutions, 40%

for item 11 and one optimal solution, and 20% for item 09 and two optimal solutions. The decreased endorse-

ment for item 19 may be explained by the number of moves available for completing the item. These findings

demonstrate the utility of multimodal analytical approaches in cognitive assessment, offering detailed insights

into problem-solving strategies and emphasizing the importance of examining planning efficiency.
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Providing grade-appropriate reading passages is critical for test validity. Typically, passage grades are deter-

mined by subject matter experts (SMEs). This study explores using text analyses to predict passage grades. We

investigate the efficacy of feature-based machine learning methods and BERT (Bidirectional Encoder Represen-

tations from Transformers). Text features such as average sentence length were analyzed using spaCy (Honni-

bal & Montani, 2017). Fourteen features were incorporated into nine machine learning models: linear, ridge,

lasso, elasticNet, decision tree, random forest, gradient boosting regressor, support vector regression (SVR), and

stacking.

Feature-based models often provide more interpretable results but may not capture the full context of passages,

leading to less accurate predictions. Given BERT’s ability to understand context and semantics, it is expected to

result in higher prediction accuracy than feature-based methods. The performance of each method is evaluated

using R-squared and root mean squared error (RMSE) metrics. For feature-based models, about 80% of the

variance in text grades could be explained. The aggregated top five features contributing to prediction accuracy

included average sentence length, syllable count, clause count, complex word percentage, and word count.

BERT will also be utilized to analyze the passages, and its prediction accuracy will be compared with the feature-

based models.

The findings will provide insights into the strengths and weaknesses of traditional feature-based approaches

versus advanced contextual embeddings in predicting passage grades. This comparison aims to inform re-

searchers about effective techniques for passage grade assignments, contributing to the development of more

accurate and reliable assessment tools.
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Documents are people and words are items: A psychometric
approach to textual data with contextual embeddings

Thursday, 17th July - 15:30: Natural Language Processing (GH: Meridian 1-2) - Oral

Prof. Jinsong Chen (The University of Hong Kong)

The overarching theme of this paper is the application of psychometric modeling to textual data using con-

textual embeddings derived from large language models (LLMs). The study introduces a novel method where

documents are treated as individuals, words as items, and contextual scores as item responses. These contextual

scores, computed through dot products between word-level conditional contextual embeddings and document

embeddings, serve as input for factor analysis.

The methodology involves two main stages: (1) obtaining contextual scores using transformer-based models

such as BERT and (2) applying psychometric analysis, including exploratory and bifactor factor analysis. The

approach was tested on the Wiki STEM corpus, a dataset rich in science, technology, engineering, and mathe-

matics content.

Results indicate that contextual scores exhibit semantic relatedness, approximate normality, linear relation-

ships, and stability across documents, making them suitable for psychometric analysis. Exploratory factor

analysis extracted a large number of first-order factors, with second-order factor analysis reducing these to

a more interpretable structure. Bifactor analysis was found to be preferable, as it effectively separated general

and minor factors, with general factors aligning well with distinct STEM-related knowledge domains.

The study concludes that this method can enhance psychometric modeling in textual data analysis, enabling

applications such as measuring knowledge representation in documents, analyzing latent structures in textual

corpora, and extending classical psychometric methods to textual environments. However, challenges remain,

including high correlations among word pairs and computational complexity, which future research should

address to improve model reliability and confirmatory applications.
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A joint factor-topic model for multimodal survey data analysis

Thursday, 17th July - 15:45: Natural Language Processing (GH: Meridian 1-2) - Oral

Mr. Yuxiao Zhang (Purdue University), Dr. David Arthur (University of Washington Tacoma), Dr. Yukiko Maeda (Purdue

University), Dr. Hua-Hua Chang (Purdue University)

Multimodal data integration is a critical frontier in social science research (Mu et al., 2020). However, existing

methods that combine numerical and textual data typically assume numeric covariates are observed and error-

free (e.g., structural topic model). This assumption limits their applicability in psychological and educational

research, where latent constructs measured by rating-scales are common (Brown, 2015). To address this gap,

we propose a novel joint factor-topic model that integrates confirmatory factor analysis with topic modeling

under a Bayesian hierarchical framework.

In this model, latent constructs (factors) derived from rating-scale data are linked to themes (topics) identified

from open-ended responses. The topic proportions become a function of the factor scores, reflecting how latent

traits may correlate with the themes individuals express in their open-ended responses. This joint model ex-

tends the traditional structural equation model to incorporate textual data while simultaneously expanding the

topic model to include factor-based covariates, offering a more psychometrically robust and methodologically

versatile tool for multimodal survey data analysis.

We estimate the model using Hamiltonian Monte Carlo in Stan and evaluate it via a systematic simulation study,

examining parameter recovery and topic identification under varying sample sizes, text lengths, and factor-

topic association strengths. Initial results show that the integration improves both topic discovery and the pre-

cision of trait estimates, especially when factor-topic links are moderate to strong. Finally, the model will be

applied to real data to show that incorporating text can reveals deeper insights into latent traits, exemplified by

linking scale-measured academic engagement with self-expressed learning experiences.
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Damped linear oscillators in emotion dynamics: Influence of
fundamental parameters on dynamic EGA structures

Thursday, 17th July - 15:00: Bridging Exploratory Graph Analysis and Complexity Science: Advancing the
Understanding of Psychological Structures and Dynamics (GH: Meridian 3-4) - Oral

Dr. Aleksandar Tomašević (University of Novi Sad)

Emotions are inherently dynamic phenomena, fluctuating over time in patterns that vary across individuals.

Within the framework of dynamical systems, the Damped Linear Oscillator (DLO) model has emerged as a theo-

retical approach to represent affective dynamics. The DLO characterizes how emotional states oscillate around

an equilibrium with parameters capturing core features of emotion regulation (interpreted in terms of emo-

tional lability, resilience, and vulnerability). While this model provides a foundation for modeling the temporal

evolution of affect, questions remain about how its parameters influence the outcomes of psychometric analy-

ses of emotional data.

In this talk, we bridge dynamical systems theory and network psychometrics by examining how variations in

DLO parameters impact the structure of dynamic Exploratory Graph Analysis (dynEGA) models of emotion.

DynEGA is a network psychometric method that identifies latent dimensions or communities among multivari-

ate time-series data, making it well-suited to capture the evolving structure of emotions. We systematically vary

key DLO parameters – such as the damping coefficient and equilibrium stability – to simulate different affec-

tive regimes. For each simulated regime, dynEGA is applied to estimate the network of interrelated emotions

(revealing how emotion variables cluster into dimensions over time). Preliminary analyses indicate that dif-

ferent parameter settings yield distinct network structures, highlighting that variations in underlying affective

dynamics can lead to differences in the estimated dimensional structure of emotion.

By exploring the theoretical principles of the DLO and leveraging dynEGA’s ability to uncover dynamic latent

structures, this work offers insight into the interplay between emotional dynamics and psychometric outcomes.
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Taxonomic graph analysis

Thursday, 17th July - 15:00: Bridging Exploratory Graph Analysis and Complexity Science: Advancing the
Understanding of Psychological Structures and Dynamics (GH: Meridian 3-4) - Oral

Dr. Alexander Christensen (Vanderbilt University), Dr. Andrew Samo (Bowling Green State University), Dr. Luis Garrido

(Pontificia Universidad Catolica Madre y Maestra), Dr. Francisco Abad (Universidad Autónoma de Madrid), Dr. Hudson Golino

(University of Virginia), Dr. Sam McAbee (Bowling Green State University)

Taxonomic Graph Analysis (TGA) is a comprehensive network psychometrics framework aimed at identify-

ing hierarchical structures in psychology from the bottom-up. This framework addresses key methodological

challenges that have impeded accurate recovery of hierarchical structures in large item pools, including local

independence violations, wording effects, and structural stability. This talk discusses how TGA can be used to

assess complex constructs such as personality and psychopathology by building up from most basic elements.

Simulation support for each step of TGA will be briefly discussed. As an empirical example, TGA was applied to

an open-source 300-item IPIP-NEO dataset (N = 149,337). TGA revealed a three-level structure composed of 28

first-level dimensions (facets), 6 second-level dimensions (traits), and 3 third-level dimensions (meta-traits). The

overarching theme of these findings was a hierarchical structure that integrated empirical and theoretical find-

ings that have been scattered across the personality literature, renewing structural considerations of the IPIP-

NEO and demonstrating TGA’s value to investigate hierarchical psychological constructs.
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The Ergodicity Information Index: Bridging dynamic
exploratory graph analysis with complexity science

Thursday, 17th July - 15:00: Bridging Exploratory Graph Analysis and Complexity Science: Advancing the
Understanding of Psychological Structures and Dynamics (GH: Meridian 3-4) - Oral

Dr. Hudson Golino (University of Virginia)

In the last half of the 20th century, psychology and neuroscience have experienced a renewed interest in intrain-

dividual variation. To date, there are few quantitative methods to evaluate whether a population (between-

person) structure is likely to hold for individual people, often referred to as ergodicity. We introduce a new

network information theoretic metric, the ergodicity information index (EII), that quantifies the amount of

information lost by representing all individuals with a between-person structure. A Monte Carlo simulation

demonstrated that EII can effectively delineate between ergodic and nonergodic systems. A bootstrap test is de-

rived to statistically determine whether the empirical data is likely generated from an ergodic process. When

a process is identified as nonergodic, then it’s possible that a mixture of groups exist. Finally, two empirical

examples are presented using intensive longitudinal data from personality and neuroscience domains. Both

datasets were found to be nonergodic, and meaningful groupings were identified in each dataset. Subsequent

analysis showed that some of these groups are ergodic, meaning that the individuals can be represented with a

single population structure without significant loss of information. Notably, in the neuroscience data, we could

correctly identify two clusters of individuals (young vs. older adults) measured by a pattern separation task

that were related to hippocampal connectivity to the default mode network.
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Finite mixture models for an underlying zero-one inflated
Beta distribution

Thursday, 17th July - 15:00: Latent Class and Mixture Models (MAC: Johnson) - Oral

Prof. Jang Schiltz (University of Luxembourg), Dr. Cédric Noel (University of Lorraine)

Current versions of finite mixture models with underlying Beta distributions have the problem that the data y

have to be contained strictly between 0 and 1. We resolve that problem by using the zero-one inflated Beta dis-

tribution instead and present our R package trajeR which allows to calibrate the model.

We illustrate some of the possibilities of trajeR by means of an example with simulated data and finish by com-

paring the results of the new model with the classical model for an underlying Beta distribution on a real data

set.
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Measuring effort with a multi-level non-hierarchical Gaussian
mixture model

Thursday, 17th July - 15:15: Latent Class and Mixture Models (MAC: Johnson) - Oral

Dr. Kirk Vanacore (University of Pennsylvania), Dr. Adam Sales (Worcester Polytechnic Institute), Dr. Ryan Baker (University

of Pennsylvania)

Effort measurement is underexplored in psychometrics, yet it underlies many psychological constructs (e.g.,

knowledge, ability, conscientiousness). During learning activities, effort is often inferred from response times.

For IRT models, low-effort responses (i.e., guesses) are often identified using fixed time thresholds (Wise et al.,

2004; Wise & Ma, 2012). To avoid reliance on arbitrary thresholds, Gurung et al. (2021) model response times

after students viewed hints in a digital learning platform to identify high-effort (longer response times) and

low-effort (rapid hint skipping) using a Gaussian mixture model. However, this approach does not account for

factors that may cause individual differences in response time that are not associated with engagement, like

varying hint lengths or reading speed, and does not provide student-level parameters. We propose a Multi-level

Non-hierarchical Gaussian Mixture Model (MNGMM) to account for the nested structure of students responding

to multiple problems without imposing a hierarchical cluster structure. Our model adds random components to

cluster probabilities and means. Specifically, the student-level random intercept for high response time prob-

ability captures individual effort across problems. We apply this model to data from ASSISTments, a digital

learning platform where middle school students access on-demand hints while solving math problems. The

model was fit using MCMC sampling in STAN. We evaluate the relationship between student-level effort pa-

rameters and learning gains using a validated learning measure (Star et el., 2015). This study demonstrates the

utility of MNGMMs for clustering nested data in psychometric research, offering a flexible approach to modeling

effort during learning activities.
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Amixture multidimensional nominal response model to
account for different faking strategies

Thursday, 17th July - 15:30: Latent Class and Mixture Models (MAC: Johnson) - Oral

Mr. Timo Seitz (University of Mannheim), Mr. Ömer Emre Can Alagöz (University of Mannheim), Prof. Thorsten Meiser

(University of Mannheim), Prof. Esther Ulitzsch (University of Oslo)

High-stakes personality assessments are often compromised by faking, where test-takers distort their responses

according to social desirability. Many previous models have accounted for faking by modeling an additional la-

tent dimension that quantifies each test-taker’s degree of faking. Such models assume a homogeneous response

strategy among all test-takers, where substantive traits and faking jointly influence item responses. However,

such a model will be misspecified if, for some test-takers or some items, responses are only a function of sub-

stantive traits or only a function of faking. To address this limitation, we propose a mixture modeling extension

of the multidimensional nominal response model. This model allows accounting for qualitatively different re-

sponse strategies across subgroups of test-takers or over the course of the questionnaire by specifying latent

classes on the person or person-by-item level. To complement the model, external information such as covari-

ates of class membership or item response times can be implemented. Using simulation studies, we found the

mixture modeling extension to accurately recover model parameters and outperform models not accounting for

different faking strategies. The model also proved successful in applications to empirical data from personnel

selection.
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Bayesian and frequentist model evaluation for growth
mixture modeling

Thursday, 17th July - 15:45: Latent Class and Mixture Models (MAC: Johnson) - Oral

Ms. Xingyao Xiao (University of California, Berkeley)

This study investigates the application of frequentist and Bayesian information criteria in growth mixture mod-

els (GMMs), addressing key challenges and proposing solutions to improve model selection. Critical decisions

in defining information criteria include choosing between marginal and conditional likelihoods, calculating the

effective number of parameters, and defining sample size. Marginal likelihoods, which integrate out random

effects, are appropriate for population-level inferences, while conditional likelihoods, which condition on ran-

dom effects, are suitable only for within-cluster predictions. These choices must align with the researcher’s

inferential goals.

For frequentist approaches, we identify limitations in the default settings of the flexmix package in R, such as

insufficient random initializations (nrep = 5), which often lead to convergence to local maxima. Even when

convergence is achieved, the deviance of the k-class model may decrease relative to the k−1-class model, yet the

solution may still represent a suboptimal local maximum. We demonstrate that frequentist criteria perform

significantly better when local maxima are validated against the minimum deviance from a Bayesian solution.

On the Bayesian side, we examine the pitfalls of the Deviance Information Criterion, particularly the occurrence

of negative penalty terms due to its reliance on plug-in deviance. We advocate for DIC_pV, an alternative esti-

mator defined as half the posterior variance of the deviance (Gelman et al., 2013), which is invariant to repa-

rameterization and guarantees non-negative penalties. Our simulation study shows that DIC_pV, along with

other Bayesian criteria like WAIC and LOO-CV, consistently outperforms standard DIC in classification accuracy

across various simulation conditions.
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From the roots: Likelihood ratio DIF testing for IRTrees

Thursday, 17th July - 15:00: Differential Item Functioning and Measurement Invariance III (MAC: Thomas
Swain) - Oral

Dr. Anne Thissen-Roe (Harver), Ms. Amy Li (Harver)

Assessments of personality and similar constructs often use items in a rating scale format, such as Likert items,

with flexible or inferred scale anchors. When we measure a construct using this type of item, responses are

affected by both the intended construct and also individual differences in scale use: response sets. In recent

years, our field has developed intrinsically multidimensional polytomous IRT models for this purpose. These

include IRTrees, which model multiple sequential processes with latent construct and response set traits (De

Boeck & Partchev, 2012; Böckenholt, 2012). These models can better fit the data, and allow better modeling of

the constructs’ relationships, from basic behavioral research to the valid prediction of employment outcomes.

DIF testing methods have not kept up with the new item models, limiting our options in evaluating the content

these models fit. If a set of items is affected by response sets, but we use a DIF test based on a construct-only

model, we are left unsure if our DIF findings are really DIF, or a symptom of model misfit. Jin, Wu & Chen (2018)

evaluated non-IRT DIF tests (Logistic Regression and Odds Ratio) applied to binary pseudo-items that constitute

an IRTree. Here, we propose a set of general principles for applying IRT likelihood ratio DIF testing to whole

IRTrees, even those that are not binary-decomposable (TDM; Thissen-Roe & Thissen, 2013), and demonstrate

a real application to an operational employee selection personality instrument using six-point dual-anchored

response scales.
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Testing and correcting for differential test functioning

Thursday, 17th July - 15:15: Differential Item Functioning and Measurement Invariance III (MAC: Thomas
Swain) - Oral

Prof. Peter Halpin (University of North Carolina at Chapel Hill)

This paper reviews some procedures for robust scaling in IRT and applies them to the problem of estimating

group differences on the latent trait (impact) in the presence of differential item functioning (DIF). The robust

scaling procedures do not require pre-specification of anchor items and are shown to produce consistent es-

timates of impact so long as fewer than 50% of items exhibit DIF. Comparing the robust estimate to a naïve

estimate that ignores DIF leads to a test of whether the naïve estimate is consistent for the true impact. If it is

inferred that the naive estimate is inconsistent, it can, in some settings, be useful to produce test scores that

“correct for” this inconsistency. Several methods for addressing this problem are compared using simulated

data and an empirical illustration.

215



2025 International Meeting of the Psychometric Society

Detecting uniform differential item functioning with the
permutation test

Thursday, 17th July - 15:30: Differential Item Functioning and Measurement Invariance III (MAC: Thomas
Swain) - Oral

Mr. Walton Ferguson (University of Notre Dame), Dr. Ying Cheng (University of Notre Dame)

Detecting differential item functioning (DIF) remains a pertinent issue in psychometric testing. Current methods

for assessing DIF include the Mantel–Haenszel (MH) test, logistic regression approaches (LR), the likelihood-ratio

test, and others. In this study, we propose a general framework of using permutation tests (PT) to detect items

with DIF. It can be coupled with any DIF test statistic and can accommodate situations when no explicit group

membership exists (e.g., when each individual associates with a latent class with a certain probability). In this

paper, we illustrate the application of this framework when it is coupled with the MH odds-ratio statistic to

detect DIF and compare the results to the generic MH test. Data was generated for a 20-item assessment from

a 2-parameter logistic model. Power and type-1 error rates were calculated for the three methods under 48

simulation conditions with varying sample sizes (N = 1000, 500, 250 100, 50, and 30), effect sizes (Δ = 1.0, 0.8,

0.6, and 0.4), and reference-to-focal group balancing ratios (50/50 and 80/20). The PT was equivalent to the MH

test at large sample sizes (i.e., > 100) but showed reduced type-1 error rates and equivalent or larger power at

small sample sizes (i.e., 30 and 50), especially when the ratio between focal and reference group is imbalanced.

With these gains in performance, the average PT computation time was between 27 and 68 times larger than

the average MH test computation time. This study demonstrates the advantages and limitations of the proposed

approach.
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Guidelines for the interpretation of NCDIF as an effect size
measure

Thursday, 17th July - 15:45: Differential Item Functioning and Measurement Invariance III (MAC: Thomas
Swain) - Oral

Dr. Víctor H Cervantes (University of Illinois Urbana-Champaign), Mr. TRUNG LE (University of Illinois Urbana-Champaign)

Several statistics have been proposed to detect Differential Item Functioning (DIF) and quantify its magnitude.

However, not all DIF statistics quantify the same population parameters and, therefore, cannot be interpreted

interchangeably. We focus on deriving principled guidelines for the interpretation of the non-compensatory

differential item functioning (NCDIF) parameter as a DIF effect size measure. This parameter quantifies the

expected (average) effect of the possible differences between item parameters on the (squared differences of

the) item score for the focal population of examinees. We first investigate in which situations the Delta Mantel-

Haenszel (∆MH) is comparable to NCDIF, so that the ETS cutoff points can serve meaningfully as a benchmark.

Then, we examine the parameter’s behavior under various conditions of uniform and non-uniform DIF, as well

as the effect that the distribution of the focal group exerts on its magnitude. Lastly, using one of the estimators

of the NCDIF parameter, we evaluate the accuracy of the derived classification rules for NCDIF and identify

an approximate bias correction for this estimator. Overall, these results provide useful guidelines for inter-

preting the magnitude of NCDIF that are consistent with its specific nature and improve the alignment of DIF

classifications with the magnitude of the NCDIF parameter.
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Rethinking discrimination: Amarginal effects approach to IRT

Thursday, 17th July - 15:00: Item Response Theory III (GH: Think 4) - Oral

Dr. Brooke Magnus (Boston College), Dr. Trenton Mize (Purdue University)

Logistic regression models the log-odds of an outcome using a logit link function, making regression coeffi-

cients the expected change in the log-odds of the outcome for a one-unit increase in the predictor. However, ap-

plied researchers are typically more interested in how predictors influence outcome probabilities. Originating

in econometrics, marginal effects improve the interpretability of categorical/nonlinear models by translating

changes in log-odds into probability-based metrics. Despite the conceptual parallels between logistic regression

and item response theory (IRT), marginal effects have received little attention in IRT (Mize, 2024).

Like logistic regression, the two-parameter logistic (2PL) model uses a logistic function to model a binary out-

come (the item). The discrimination parameter, analogous to a regression coefficient, quantifies how strongly

an item differentiates individuals along the latent variable. Also similar to logistic regression, the effect of the

predictor — in IRT, the latent variable —is not constant across its range; it is strongest at the item’s location pa-

rameter and weaker at the extremes. Traditionally, IRT users rely on item information functions to quantify how

well an item measures individual differences across the latent continuum. While information functions pro-

vide more detail than a single discrimination parameter, their scale is less intuitive than probability. Marginal

effects offer a probability-based alternative that may be more accessible to applied researchers. Mize (2024) re-

cently introduced Stata commands for computing marginal effects in IRT models, yet their use in psychometrics

(and psychology writ large) remains rare. This presentation will explore the potential benefits of incorporating

marginal effects into IRT applications.
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Dr. Chih-Han Leng (National Taiwan University), Prof. Ulf Böckenholt (Northwestern University), Prof. Hsuan-Wei Lee (Lehigh

University), Prof. Grace Yao (National Taiwan University)

This paper introduces item response models for rating relational data. Relational data are collected through rat-

ings of senders and receivers within a directed network. The proposed models enable comparisons of senders

and receivers on a one-dimensional latent scale while accounting for underlying homophilic relationships. Our

approach effectively captures reciprocity and clustering phenomena in relational data. Model parameters are

estimated using a Bayesian framework with Markov Chain Monte Carlo methods to approximate full condi-

tional posterior distributions. Simulation studies confirm the accuracy of parameter recovery, even with small

network sizes. Finally, we present an extensive empirical application to illustrate the utility of our models for

both complete and incomplete networks.
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A generalization of multidimensional item response theory
parameters

Thursday, 17th July - 15:30: Item Response Theory III (GH: Think 4) - Oral

Dr. Daniel Morillo (Univerisdad Nacional de Educación a Distancia (UNED)), Dr. Mario Luzardo-Verde (Universidad de la

República (UdelaR))

The Multidimensional 2-Parameter Logistic (M2PL, McKinley & Reckase, 1983) model is one of the most impor-

tant and widely used models in Multidimensional Item Response Theory (MIRT). Reckase (1985) and Reckase

& McKinley (1991) gave a precise definition of a Multidimensional Item Difficulty (MID) and Multidimensional

Discrimination (MDISC) parameter, respectively, and derived their expressions for the M2PL model. However,

we argue that their derivations (1) only consider the case of items with conditional monotonously increasing

probability of a positive response, and (2) implicitly assume that the items are represented in an orthogonal

basis.

We argue that these assumptions, which restrict the application of the model to the assessment of non-cognitive

traits, can be relaxed. We thus extend the expressions to the general case of unchanging monotony items in

any non-orthonormal space, which allows to properly represent disparate covariance structures. We then use

these definitions in two applications: to represent M2PL items in non-orthonormal bases, and to compute the

multidimensional parameters in various applications, showing how they provide better properties compared

with their “covariance-agnostic” counterparts.

These results become increasingly relevant as the modern measurement theory in social and behavioral sci-

ences experiences as a convergence between MIRT and the common factor model. Importantly, our derivations

show that the space where the items are represented is necessarily distinct from the latent space. Nevertheless,

we warn against generalizing our results to other MIRT models (i.e. beyond the M2PL), without carefully con-

sidering each particular case.
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An informative index for evaluating equiprecision in
IRT-based assessments

Thursday, 17th July - 15:45: Item Response Theory III (GH: Think 4) - Oral

Mr. Jesus Delgado (University of Minnesota), Dr. Nana Kim (University of Minnesota), Prof. David Weiss (University of

Minnesota)

Equiprecision refers to a test’s ability to measure respondents of varying latent trait levels with similar pre-

cision (papersWeiss & Sahin, 2024). While this concept is commonly applied in the context of computerized

adaptive testing (CAT), understanding how both adaptive and nonadaptive IRT-based assessments afford pre-

cision across the latent trait continuum remains valuable. A novel informative index is introduced to quantify

equiprecision, providing a flexible approach to evaluating measurement precision across different regions of

the trait distribution. This index allows users to specify focal regions of interest while incorporating a penalty

for imprecision, ensuring that scenarios of “low-quality equiprecision”—where measurement is uniformly poor

across all levels—are appropriately accounted for. The proposed index provides a practical tool for test devel-

opers and psychometricians seeking to optimize test design, evaluate information distribution, and compare

assessments in terms of their ability to provide fair and efficient measurement across diverse populations. Ex-

ample scenarios using real data illustrate the utility of this index in evaluating test precision across multiple IRT

models. Potential applications in test construction, evaluation of fixed-form and adaptive tests, and practical

considerations for implementation in applied settings will be discussed.
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Adapting Fisher information-based difficulty and
discrimination IRT measures to handle multimodality
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Mr. Peter Johnson (City University of New York), Prof. Jay Verkuilen (City University of New York)

Johnson and Verkuilen (2024) proposed Fisher information-based measures for effective difficulty and effec-

tive discrimination in binary item response theory (IRT) models, termed FIDiff and FIDisc, respectively. These

measures have the appealing and intuitive meanings of the difficulty and discrimination parameters held in

the two-parameter logistic (2PL) model lost outside the 2PL model and are based on computations that can be

entirely numerical, not requiring complicated symbolic algebra. These metrics show promise for model com-

parison and parameter interpretation in models that stray from the 2PL, such as when adding parameters like

in the four-parameter logistic (4PL) family, when using different link functions like the complementary log-log,

and other modifications that might be made to the base 2PL model. Their proposal was limited because it re-

quired unimodal item information functions (IIFs). The current research extends FIDiff and FIDisc outside the

binary, unimodal IIF case to address binary models with multimodal information (e.g., the monopoly model),

polytomous IRT models, and ideal point models. We approximate the true IIF using a penalized smoother that

generates a unimodal approximating IIF that is closest to the true IIF. This allows computation of FIDiff and

FIDisc along with guaranteeing that level sets of the approximating IIF are convex. We illustrate using em-

pirical examples from the SAPA 16 item intelligence battery and the 32 item SAT12 data originally from the

TESTFACT manual.
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Item-level heterogeneity in value added models: Implications
for reliability, cross-study comparability, and effect sizes
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Mr. Joshua Gilbert (Harvard University), Mr. Zachary Himmelsbach (Harvard University), Dr. Luke Miratrix (Harvard

University), Dr. Andrew Ho (Harvard University), Dr. Benjamin Domingue (Stanford University)

Value added models (VAMs) attempt to estimate the causal effects of teachers and schools on student test scores.

We use Generalizability Theory to show how estimated VA effects depend upon the selection of test items. Stan-

dard VAMs estimate causal effects on the items that are included on the test. Generalizability demands con-

sideration of how estimates would differ had the test included alternative items. We introduce a model that

estimates the magnitude of item-by-teacher/school variance accurately, revealing how standard VAMs over-

state reliability and precision. Using 35 datasets with item-level outcome data, we show how standard VAMs

overstate reliability by an average of .12 on the 0-1 reliability scale (SD = .12). We discuss how imprecision due to

heterogeneous VA effects across items attenuates effect sizes, obfuscates comparisons across studies, and causes

instability over time. This suggests that accurate estimation and interpretation of VAMs require item-level data,

including qualitative data about how items represent the content domain.
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Discretization error in psychological science
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Dr. Mathias Berggren (Uppsala University), Dr. Jessica Flake (University of British Columbia)

When a continuous variable is measured with a few discrete categories, it will tend to attenuate its correlation

with other variables. Such attenuation can complicate conclusions about the relations between variables. It

can, for example, lead to an incorrect ordering for the most important predictors of an outcome, and can even

lead to spurious partial correlations between other variables, or spurious differences between groups. Here, we

provide an overview and review of discretization errors. We also provide a mathematical notiation for under-

standing different types of errors, not usually considered together, as different types of discretization errors.

This notation also helps separate discretization error from random and unbiased errors considered in classical

test theory. Next, we use simulations to illustrate the potential consequences of discretization errors on effect

sizes, and discuss how this may influence various results in psychology. Finally, we provide some recomenda-

tions for researchers in thinking about, handling, and preferably designing studies to avoid discretization error.
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Most research on score reliability has focused on unidimensional items with continuous responses. However,

researchers in education and psychology frequently use items with ordinal responses (e.g., Likert-type or di-

chotomous). Yet, little is known about how reliability coefficients behave with this type of response.

To gain further insight into this topic, we made recommendations based on two simulation studies. In the first

study about dichotomous responses, our analyses showed that Dimitrov’s (2003) strategy, based on the two-

parameter Item Response Theory (IRT) model, McDonald’s total omega (based on the bifactor model), and a

coefficient derived from confirmatory factor analysis, was the most effective.

In a second study, we analyzed ordinal variables of the Likert type. Preliminary analyses indicate that a little-

known coefficient presented by Kaiser and Caffrey (1965) and a coefficient based on IRT are the most promising.

These results lead to two key recommendations favoring reliability indices based on a psychometric model

rather than on covariance/correlation. First, Cronbach’s alpha is never the best reliability coefficient in our

simulations. Second, coefficients designed for continuous response items perform very well when applied to

ordinal responses.
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Often, individuals are assigned across multiple experiments simultaneously, a practice commonly done in digi-

tal experimentation. Because of the substantial demand on the participant pool, whether from a selected group

with certain characteristics or in an online environment, we propose a sequential method for selecting the best

treatment among multiple alternatives, where the procedures stops with statistically sound properties as early

as possible for a fixed level of statistical power and specified false positive rate. The method leverages simul-

taneous comparison to minimize sampling of inferior treatments and focus sampling on more promising ones.

Our method can be immediately implemented in an R package we provide, and is especially attractive in digital

experimentation contexts of behavioral studies (from digital firms or researchers using digital environments).

Identifying the best method among a set of alternatives as compared to some benchmark value, minimum ef-

fect size of interest, or the current value (e.g., business as usual) provides a powerful way of framing trials.

We justify the method as methodologically rigorous and show how it leads to efficient digital experimentation,

meaning that fewer participants (e.g., customers, members of a special population) are needed
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For some types of problems, it can be appropriate to elicit not just a subject’s best estimate, but also a proba-

bility distribution that represents their uncertainty across the possible outcomes. This applies to forecasting

judgments, such as those in forecasting tournaments or the Survey of Professional Forecasters. Predictions

about continuous outcomes, like the future U.S. unemployment rate, are typically divided into mutually exclu-

sive and exhaustive bins for which a simplex vector of probabilities is elicited. An alternative approach inverts

the elicitation, requiring forecasts to be reported as a series of quantiles in the variable’s original units at sev-

eral fixed probabilities. Using data from 1,147 participants and 47 experienced forecasters, we compared the

psychometric properties of each format. We elicited forecasts about a set of 36 problems as quantiles for five

fixed probability values (.05, .25, .50, .75, .95) and probabilities across five pre-determined item-specific bins.

After scoring forecasts using proper scoring rules, we found a bifactor model with one general and two method

factors showed better fit than a two-factor model, suggesting a shared latent trait drives accuracy across for-

mats. However, quantile forecasts showed stronger internal consistency, achieving a suitable reliability level

with fewer items. A simulation study, where scores from quantile forecasts were more efficient at recovering

simulated forecasters’ latent skill parameters than scores from probability forecasts, provides theoretical jus-

tification for our results. We also consider issues related to scaling accuracy scores, as well as indicators of

possible comprehension difficulties, such as violations of monotonicity.
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Language Sample Analysis (LSA) is a method for evaluating language skills by collecting and analyzing speech

or writing. It is particularly useful for young children who are not yet ready for structured writing tasks or for-

mal testing. Researchers and clinicians use LSA to derive various linguistic indices that assess different aspects

of language development, aiding in the evaluation of developmental appropriateness or the diagnosis of clinical

conditions in children. While previous studies have examined the effectiveness of various language measures

(e.g., Bernstein Ratner et al., 2024; Yang et al., 2022a; Yang et al., 2022b), they have often focused on a single

construct of language development. In this study, we integrate multiple language measures and employ con-

formal prediction (CP, Vovk et al., 2005) to quantify uncertainty across different predictive methods, including

traditional linear and non-linear regression-based approaches as well as machine learning algorithms. Since

these predictive methods rely on different assumptions, CP is particularly suitable as a model-free inferential

framework that constructs prediction intervals without relying on correctly specified models. We apply CP to

both continuous (chronological ages) and binary (late talker status) outcomes, evaluating various prediction

methods based on their practical utility and internal estimates. By demonstrating the effectiveness of CP in pre-

dictive validation, this study enhances methodological rigor in LSA research and underscores the importance

of uncertainty quantification in language assessment.
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Failing to reject the null hypothesis of a difference test (e.g., H0: two group means are equal) does not allow us

to infer that the two means are equal because it may be that the study is underpowered (Lakens, 2017). The

equivalence test is a statistical technique that formally tests the equivalence of two-group means through null

hypothesis testing (Lakens et al., 2018; Schuirmann, 1987). The null hypothesis is H0: |d2-d1|≥∆ with di as the

mean of group i (i = 1, 2) and ∆ as a trivial positive number to quantify the equivalence bound. Rejecting the

null hypothesis through the two-sided t-tests can draw the inference that the two-group means are equivalent

(|d2-d1|<∆). Literature has been limited in design strategies to detect statistical equivalence, such as failing to

incorporate covariate adjustment and the lack of correct statistical power formulas.

The present study advances equivalence testing by (a) extending the method to designs with covariates to in-

crease statistical power, (b) proposing a Monte Carlo confidence interval method testing equivalence, and (c)

developing/validating the statistical power formula for equivalence tests. The methods can be extended to test-

ing the equivalence of mediation effects. The proposed methods have been implemented in the R package

anomo (version 1.0.0). The power analysis function can calculate statistical power, required sample size, and

the minimum detectable difference between equivalence bounds and the group-mean difference. The package

also includes a function to identify optimal sample allocation to achieve maximum statistical power under a

fixed budget.
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The use of Visual Analog Scales (VAS), which can be broadly conceptualized as items where the response scale is

0-100, has surged recently due to the convenience of digital assessments. However, there is no consensus as to

whether the use of VAS scales is optimal in a measurement sense. Put differently, in the 90+ years since Likert

introduced his eponymous scale, the field does not know how to determine the optimal number of response

options for a given item. In the current work, we investigate the optimal number of response categories using a

series of simulations. We find that when the measurement error of an item is not dependent on the number of

response categories, there is no true optimum; rather, reliability increases with number of response options and

then plateaus. However, under the more realistic assumption that the measurement error of an item increases

with the number of response categories, we find a clear optimum that depends on the rate of that increase. If

measurement error increases with the number of response categories, then conversion of any Likert scale item

to VAS will result in a drastic decrease in reliability. Finally, if researchers do want to change the response scale

of a validated measure, they must re-validate the new measure as the measurement error of the scale is likely

to change.
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Creativity is considered a primary factor in individual and organizational success in modern economies

(Tsegaye et al., 2019). Yet developing psychometrically valid creativity measures is also a complex task re-

quiring many hours of trial and error to create suitable items. Automated item generation (AIG) using large

language models (LLMs) has seen widespread success in creating high-quality items for a variety of constructs

(Lee et al., 2023). However, approaches for AIG are often unsuitable for the constructed response formats em-

ployed in creativity tests, as they assume the use of measurement models whose parameters cannot easily be

estimated for constructed responses. We developed a new AIG method for generating creativity test items. Our

framework, the creative psychometric item generator (CPIG), uses a mixture of LLM-based item generators and

evaluators to iteratively develop creativity items, such that items from later iterations demonstrate stronger

validity evidence. CPIG combines item generation with item parameter estimation (Laverghetta et al., 2021):

LLMs generate and respond to the items such that the prompt used for item generation can be refined itera-

tively based on LLM feedback. Across two creativity assessments, CPIG generates valid and reliable items with

psychometric properties similar to human-written items. This effect is also not attributable to known biases in

the evaluation process. Our findings demonstrate how AI may facilitate creativity testing and could serve as the

basis for future item-generation efforts in constructed response assessments.

231



2025 International Meeting of the Psychometric Society

Automatic item generation for figure reasoning tests using
generative AI

Friday, 18th July - 09:15: Automated Item Generation (GH: Meridian 1-2) - Oral

Ms. Jing Huang (Purdue University), Dr. Hua-Hua Chang (Purdue University)

The efficiency of computerized adaptive testing (CAT) relies heavily on the quality of its item bank. However,

developing and calibrating high-quality items is costly and labor-intensive, making it impractical when large-

scale item banks are required. Automatic item generation (AIG) offers a promising solution, but traditional AIG

methods are often constrained to content areas that are easy to model and require highly skilled experts to

design item templates. With advancements in generative AI (Gen-AI), researchers have explored AI-driven ap-

proaches, such as using structured prompt templates to maintain consistency in item construction or leveraging

machine learning models like GPT-2 to generate items based on a few initial examples. However, these meth-

ods lack inherent difficulty classification, making it challenging to control item quality and interpret test results.

Moreover, most Gen-AI-generated items are limited to multiple-choice or text-based formats currently, which

may not fully engage examinees or optimize assessment accuracy. To address these challenges, this study aims

to propose an innovative framework for generating Figure Reasoning CAT items by integrating Gen-AI. We de-

sign a structured prompt template with predefined difficulty levels based on the transformation methods, the

number of elements and the degree of distraction. Then, we utilize text-to-image generators to create corre-

sponding visual stimuli for both item content and answer choices. This approach enhances item diversity and

test validity while advancing the integration of Gen-AI in educational assessment.
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Traditionally, psychological measurement relies on numerical scales to quantify constructs, ordering partici-

pants along their continua, though often describing a single conceptualization of a construct, potentially missing

heterogeneity in how it might manifest. Free text (i.e., asking participants to respond to a given prompt however

they like) is commonly used in qualitative research; but its complexity, quantitatively analyzing large amounts

of free text data, creates difficulties for researchers. Large language modeling (LLM) as a tool of analyzing

free-text data (via embeddings as well as generative tools) helps overcome this. To evaluate LLMs’ capability to

understand/quantify free text data, we need the ability to simulate quantitatively-grounded free text data.

In this study, we evaluate LLMs’ ability to generate free text data when provided with a construct definition, de-

mographic traits, and the percentile on the continuum (e.g., a free text response to “Describe the impact of your

depression symptoms in the last 24 hours” from a 20-year-old Asian-American woman in the 80th percentile of

the Beck Depression Inventory). Overall, the goal is to provide a simulation platform for future methodological

development.

Here, we develop and test prompts, and using the embedding space, evaluate the semantic structure of the

generated text. Of particular interest is the sensitivity of the generation to relevant demographic differences

that might impact how real participants could respond. Future directions of this project include developing

construct-specific models to convert free text responses to quantitative percentile estimates and using this in a

reinforcement learning loop, fine-tuning the simulation approach.
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Many testing programs, like licensure exams or college admissions tests, require one or multiple cut scores to

determine minimum qualifications. The process of establishing these cut scores is known as “standard setting.”

This standard setting process involves a panel of content experts (typically 5-15 panelists) who review each item

in a test form and estimate the percentage of minimally competent examinees who would correctly answer each

item (the modified Angoff method). The cut score is typically determined by summing the percentages across

items in the test form.

This seemingly simply process encounters a challenge, however, when each examinee receives a test form dif-

ferent from the one used in the standard setting procedure. This is particularly relevant in automatic item

generation (AIG) testing, where the test form differs for each examinee (Gierl & Lai, 2013). To address this issue,

the study collected data from 4th-grade math teachers to evaluate the consistency of cut scores across different

standard-setting procedures. In the first panel, 7 teachers reviewed a “parent form.” In the second panel, 8

teachers reviewed a child form generated using ChatGPT, based on an item model developed from the parent

form. In the final panel, 7 teachers reviewed distinct child forms generated for each participant.

This study applies generalizability theory to analyze the data collected from each panel. The main focus of the

analysis is the standard errors of cut scores, specifically the variability in group means. Both items and teachers

are considered as facets that contribute to measurement errors.
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This study explores the application of Automated Item Generation (AIG) within the PIRLS framework, leveraging

GPT-4o to develop reading comprehension items while reducing reliance on human subject-matter expertise.

Developing PIRLS achievement items is a labor-intensive, collaborative process involving subject-matter experts

and National Research Coordinators from over 50 education systems. Reading passage selection and subsequent

item-writing efforts are carefully conducted, with materials reviewed to ensure cultural relevance and clarity

across diverse student populations. By integrating AI with PIRLS item-writing guidelines, this study examines

the feasibility of AIG for four key comprehension processes: focus on and retrieve, make inferences, interpret

and integrate, and evaluate and critique.

Using two released PIRLS 2021 passages, one informational and one literary, over 150 AI-generated questions

per passage were produced. After removing duplicates, a filtering strategy was applied based on empirically

determined BLEU, ROUGE, METEOR, and cosine similarity thresholds to optimize quality and recall. A weighted

ranking system (Cosine similarity 40%, ROUGE-L 30%, METEOR 30%) identified the top four matches per human-

written question, ensuring alignment. When direct matches were not found for each question, relaxed thresh-

olds were introduced to maintain coverage without sacrificing overall quality. This process narrowed the pool

to 30 AI-generated items, which were further evaluated by reading experts.

Preliminary results indicate strong alignment between AI- and human-authored questions. Additional vali-

dation was done through psychometric comparison of fourth graders’ responses to AI-generated and human-

written items. Findings suggest AI based AIG can reduce human labor associated with assessment development

while maintaining quality.
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Longitudinal studies are instrumental for capturing behavioral changes over time, but they often require sub-

stantial time and financial resources. Temporal design—decisions regarding when, how often, and at what

intervals to measure—is a component of research planning uniquely germane to longitudinal studies. Though

often overlooked, suboptimal temporal design can lead to reduced statistical power, biased correlation coef-

ficients and regression coefficients, misrepresentation of mediation effects, concealment of functional forms,

inability to detect effects given complex growth curves, and failed replication attempts across studies with dif-

ferent measurement schedules. Despite methodological appeals for better temporal planning, researchers lack

practical tools to optimize their study designs during the planning stage. We introduce a novel iterative grid-

search algorithm, implemented in R, that provides a flexible tool for temporal design optimization. By optimiz-

ing the spacing of their measurement occasions with respect to various optimal design criteria, the algorithm

enables researchers to dramatically enhance the power of their longitudinal studies without increasing the

number of measurement occasions or the sample size. Multiple optimization criteria are available to meet the

unique research needs of users (such as maximizing the efficiency of a focal predictor, enhancing the collective

efficiency of all predictors, or improving the efficiency of the least efficient predictor, etc.) to achieve higher

statistical power without additional costs, to empower scientists to leverage scarce research funds more effi-

ciently, and ultimately to better capture the dynamics of change phenomena over time.
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Retrospective analyses of experience sampling (ESM) data suggest that changes in mean levels may serve as

early warning signals of impending depressive episodes. Detecting these signals in real time could enable timely

intervention and prevention. The exponentially weighted moving average (EWMA) procedure is a promising

method to scan ESM data for the presence of mean changes in real time. First, this procedure captures the

natural variation present in a set of in-control data, used to establish control limits. Afterwards, incoming data

are compared to the in-control distribution, to detect and test whether and when the incoming data go out of

control (i.e., when the data go beyond the control limits). However, a major challenge is the amount of in-control

data needed for optimal performance (i.e., at least 50 scores). Collecting such an amount of data from a single

person (in a healthy state) is often challenging, if not impossible. To address this, we explore whether we can use

the person’s incoming data to update the control limits over time, thereby circumventing the need for the large

initial in-control dataset. This approach, already showing promising results in pilot simulations, uses a decision

rule to determine whether incoming data fall within the same range as the in-control data. If so, the incoming

score(s) are added to the in-control data set, yielding more data for deriving updated and more reliable control

limits. To further improve performance, we propose refinements that incorporate characteristics of ESM data

and evaluate their effectiveness through simulations.
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The exponentially weighted moving average (EWMA) procedure is a promising tool for detecting changes in

experience sampling (ESM) data in real time. This allows timely interventions when mental health is worsening.

However, asking participants to complete multiple ESM questionnaires per day over extended periods increases

their perceived burden. We, therefore, investigate whether we can lower this perceived burden by adapting the

number of ESM questionnaires per day (i.e., sample size) based on the participant’s current ESM scores.

The EWMA procedure determines whether a process has gone out of control by comparing incoming data to

previously established control limits, which reflect the natural variation of an in-control process (e.g., affect in

times of well-being). Traditionally, the EWMA procedure uses a fixed number of measurement occasions each

day (i.e., a fixed sample size). We investigate whether we can use variable sample size (VSS) EWMA, in which

the sample size can vary per day. VSS EWMA allows for sampling at a higher rate only when there is evidence

of a change in the individual’s ESM data, while keeping the sample size low—and thus minimizing burden—

when the individual is doing well. As VSS EWMA is commonly used in industrial applications, we tailored this

approach to the use of ESM data. Based on our simulation results, we provide insight into the potential and

challenges of this VSS EWMA approach for decreasing participant burden in ESM studies.
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Questions that concern multilevel data are commonplace in the social sciences. Whether they are students

nested within schools, or repeated measurements on children learning to read, one need not look far to find

situations where observations are clustered according to some real-world or design-induced structure. Latent

growth curve models (LGCMs) with random growth parameters are widely used to analyze longitudinal data,

capturing individual differences in trends and rates of change. These models are used to examine heterogene-

ity over time, including time-varying and time-constant effects, factors that drive growth variability, cross-level

interactions, and groupwise differences. Despite their interpretability and flexibility, LGCMs rely on strong as-

sumptions of multivariate normality and specific model structures, particularly linear relationships between

growth parameters and predictors. In this study, we propose an approach to growth curve modeling which re-

laxes the normality and linearity assumptions while retaining the intuitive framework of LGCMs. Our approach

integrates multilevel modeling with nonparametric estimation, particularly Bayesian Additive Regression Trees

(BART), to identify key growth determinants and sources of variability by flexibly estimating latent growth pa-

rameters and capturing relationships with predictors. By relaxing these assumptions, we can more flexibly

characterize heterogeneity in repeated measures data. We present the logic and mechanics of how we might

practically relax these assumptions using nonparametric estimation, and we demonstrate an application of our

approach in a small simulation study.
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Nonlinear random effects models (NREMs) are particularly useful for modeling growth or decline over repeated

measured (longitudinal) data. The standard model assumes normal distributions for random effects and ran-

dom errors. However, there is a significant need in psychological and educational research to relax this as-

sumption and allow for non-normal specifications. This study addresses this critical gap in the current liter-

ature by developing the NEfit.R algorithm, which allows for non-normal distribution for random effects and

random errors within NREMs. This software algorithm uses the marginal likelihood framework and a two-

stage Newton-Raphson algorithm to estimate model parameters. In the marginal likelihood approximation, we

use a probability integral transformation (PIT) method to handle non-normal densities for the Gauss-Hermite

quadrature method. To demonstrate the utility of the NEfit.R function, we present a real data example and con-

duct a comprehensive Monte Carlo simulation study to evaluate its performance. The results indicate that cor-

rectly specifying the random effects and random errors distributions significantly improved the overall model

estimation, particularly in variance estimation for the intrinsically nonlinear parameter. We conclude that the

correct distributional specification for random effects and random errors is essential for making accurate and

valid statistical inferences from NREMs.
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Although likelihood-based confidence intervals sometimes have better coverage rates than Wald-based inter-

vals in structural equation modeling, some challenges and unknown details remain regarding their perfor-

mance. One issue concerns their robustness to distributional assumption violations. While past research has

implemented a variant of likelihood-based intervals based inverting a scaled difference test by Satorra (2000),

multiple scaled difference tests could have been used (e.g., Satorra & Bentler, 2001; 2010). Furthermore, these

approaches have apparently not yet been compared to Wald-based intervals based on a sandwich covariance

matrix with observed information (Huber-White or “MLR”). Finally, to our knowledge lavaan-based software

implementations are quite challenging to get working properly and several solutions, including the new seml-

bci package (Cheung & Pesigan, 2023), have not yet been compared. In this research, we report the results of

two simulation studies that partially address these shortcomings, evaluating three different scaled difference

tests versus each other, Huber-White standard errors, and two different software implementations to obtain

intervals based on inverting Satorra’s (2000) difference test. As context, we examine a classic ACE behavioral

genetics model and a cross-lagged panel model with an indirect effect—both under several nonnormality gen-

eration techniques. In general, we find that it is easiest to get Satorra’s (2000) difference test to work well, and it

can sometimes outperform Huber-White standard errors. Furthermore, we document challenges in estimation

of these intervals if lavaan (Rosseel, 2012) is used as the underlying software.
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Multilevel structural equation modeling (MSEM) is frequently estimated from frequentist framework using

maximum likelihood methods. Previous research has shown that common fit indices such as RMSEA, CFI, and

TLI could only detect the within-group model misspecification, and SRMR-B was the sole fit index sensitive to

the between-group model misspecification (Hsu et al., 2015). An increasingly popular alternative for estimating

MSEM is the Bayesian framework using Markov chain Monte Carlo methods. Simulation studies have showcased

the superiority of Bayesian MSEM in terms of model convergence and parameter estimation, especially when

accurate priors were specified (Depaoli & Clifton, 2015). However, no study has examined the performance

of Bayesian fit indices in detecting model misspecification in MSEM. The Bayesian version of approximate fit

indices, including Bayesian CFI (BCFI) and the Bayesian RMSEA (BRMSEA), have been developed in Bayesian

SEM analogous to frequentist fit indices (Garnier-Villarreal & Jorgensen, 2020). In addition, posterior predictive

p-value (PPP) and information criteria (ICs) are valuable tools to detect model misspecification. Thus, this study

compares the performance of various Bayesian fit measures, including PPP, BCFI, BTLI, BRMSEA, BIC, and DIC,

in detecting model misspecification in MSEM. The design factors include the number of clusters, cluster size,

intercorrelation coefficient (ICC), and the location of model misspecification (i.e., at the between-level, or at the

within-level). The model misspecification can be latent factor covariance or cross-loadings misspecification.

Also, the impact of different types of priors is to be examined. The implications for applied researchers will be

discussed.
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(Carnegie Mellon University), Prof. Edgar C. Merkle (University of Missouri)

Bayesian Structural Equation Modeling (SEM) has received increasing interest due to its capacity to address

challenges in the frequentist approach, such as nonconvergence, Heywood cases, small sample sizes, and inad-

missible solutions. A defining feature of Bayesian SEM is the use of a priori distributions, which play a funda-

mental role in parameter estimation, model interpretation, and uncertainty quantification. While researchers

may express skepticism regarding the subjectivity of priors, they represent a substantial advantage of Bayesian

methods, enabling the integration of prior knowledge about parameters before observing the data.

However, the choice and specification of a prioridistributions remain an underexplored aspect of Bayesian SEM.

This protocol outlines the goal of a scoping review designed to explore the application of a priori distributions

in Bayesian SEM, with a particular focus on confirmatory factor analysis and full SEM models.

Key aspects of a priori distribution usage will be examined, including their application across different dimen-

sionality structures and model parameters. Special attention will be given to priors for variances, loadings, re-

gression coefficients, and covariances, both in terms of distribution families and hyperparameter values, high-

lighting their impact on posterior distributions, model estimation, and performance. By synthesizing recent

literature, this review will identify trends, challenges, and gaps in the use of a priori distributions within the

Bayesian SEM framework. The findings aim to promote informed decision-making regarding prior elicitation

and enhance the robustness of Bayesian SEM applications.
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With advancements in software developments, Bayesian Structural Equation Modeling (SEM) has become a

widely used approach for estimating model parameters in data analysis. The effectiveness of Bayesian estima-

tion often depends on the choice of prior distributions. In small samples, researchers have suggested that in-

formative priors may be beneficial. Considering data in social and behavioral research are rarely normally dis-

tributed, this study examines whether selecting appropriate priors can help regularize estimation and mitigate

bias when estimates are sensitive to deviations from normality, such as heavy-tailed distributions or skewed

errors. Specifically, we conduct simulation studies to exam the influence of Bayesian prior distributions on

parameter estimation in the Multiple Indicator Multiple Cause (MIMIC) model when errors deviate from nor-

mality due to outliers and small sample sizes. Various prior distributions are explored, with the expectation

that weakly informative priors will allow data to drive the estimates while still providing regularization, help-

ing to reduce overfitting in the presence of extreme observations, and that strongly informative priors may

shift estimates toward prior knowledge, which can be particularly useful when data are contaminated with

outliers. Additionally, when measurement errors follow a heavy-tailed distribution, such as in the presence

of outliers, heavy-tailed priors like the Student’s t-distribution are tested as an alternative to normal priors to

evaluate whether they can prevent extreme values from disproportionately influencing parameter estimates in

small samples. The study’s findings will provide insights into practices for Bayesian estimation in non-normal

conditions.
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Applied Sciences and Arts), Dr. Andreas Falke (University of Regensburg), Prof. Robert Mai (Grenoble Ecole de Management)

Structural equation modeling (SEM) is a cornerstone in social and behavioral research. A central aspect of SEM

is assessing global model fit, which determines how well a model represents the data. While traditional ap-

proaches proposing rigid cutoffs (most importantly, Hu & Bentler, 1999) are widely used for decades, recent

advancements have introduced more flexible and dynamic alternatives that simulate effective cutoffs. Two

prominent approaches are Flexible Cutoffs (FCO; Niemand & Mai, 2018) and Dynamic Cutoffs (DFI; McNeish &

Wolf, 2023), which aim to provide more accurate assessments of model fit by generating simulated cutoffs from

a given model and data. Yet, they rest on notable conceptual differences for determining the cutoffs by empha-

sizing either Type I or Type II errors, with specific strengths but also limitations. While FCO only controls for

Type I error, DFI corrects for both error types, yet does not provide cutoffs when the overlap between the simu-

lated correct and misspecified models is substantial. The present study suggests incorporating both approaches

through revising the decision models (FCO2) or minimizing Type I and II errors (cut point, CP). With a compre-

hensive simulation study, we conclude that FCO2 (mean = .837) and CP (mean = .866) outperform DFI (mean =

.579) in overall accuracy, largely due to DFI not considering many sources of misfit. These findings highlight the

importance of carefully considering the underlying conditions and a cutoff’s generalizability, ultimately guiding

researchers in making informed decisions about their analyses.
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hierarchies in cognitive diagnosis models
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Dr. Lingling Wang (Shenyang Normal University)

Cognitive diagnostic models (CDMs) are developed to diagnostically evaluate subjects’ cognitive strengths and

weaknesses based on the Q-matrix mappings of their items and attributes. Due to the subjective process of

the traditional Q-matrix construction, there inevitably are misspecifications in the Q-matrix, which, if left

unchecked, may result in a serious negative impact on CDMs. From another important perspective, in the

empirical applications of CDMs, cognitive attributes generally do not operate independently, and a certain hi-

erarchical relationship may be present among the cognitive attributes. The correctness of both the Q-matrix

and the attribute hierarchy significantly impacts the parameter estimation ability of a CDM and the accuracy of

the examinee’s classification result. Recently, considerable studies have developed approaches for validating

Q-matrices or testing attribute hierarchies respectively. However, no method that can validate both a Q-matrix

and an attribute hierarchy simultaneously. An approach based on Bayesian networks (BN) for validating both

Q-matrices and attribute hierarchies simultaneously is proposed in this research. To explore the performance

of the BN method, this research conducted two simulation studies and empirical data analysis to theoretically

and practically evaluate the accuracy of the Q-matrix validation and attribute hierarchy correction processes.

In conclusion, the initial specified Q-matrix and attribute hierarchy can be simultaneously validated via the BN

method. Then the corrected Q-matrix and the refined attribute hierarchy obtained from the data-driven BN

method can again be combined with the theoretical judgments of experts to obtain a more optimized model,

finally achieving more accurate diagnostic outcomes in CDA practice.
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Dr. Sun Rui (Beijing Normal University), Dr. Jiahui Zhang (Beijing Normal University)

Cognitive Diagnosis Assessment (CDA) evaluates learners’ knowledge based on their response patterns, with the

Q matrix playing a key role in the diagnosis accuracy. However, Q matrix mis-specification can affect this accu-

racy. Few studies have explored the robustness of non-parametric cognitive diagnostic methods under such mis-

specification. This study investigates the robustness of three methods—Hamming distance, weighted Hamming

distance, and General Nonparametric Parameterized Classification(GNPC)—under Q matrix mis-specification

using self-written R code. The study first examines Q matrix mis-specification at 10% and 20% error rates, test-

ing the methods under two conditions: 3 or 5 attributes and 4 hierarchical relationships. It then compares the

accuracy of Hamming distance, weighted Hamming distance, and GNPC under three types of mis-specification

(missing, redundancy, and mixed) at a 10% mis-specification rate. Finally, compare the research results with

the true values of the correct Q matrix and evaluate the robustness of the method using the PMR(Pattern Match

Ration, PMR).The main conclusions were: (1) The sample size does not impact the PMR of the three methods

under Q matrix mis-specification. (2) The Q matrix hierarchy type affects method robustness, with GNPC per-

forming best under complex hierarchies. (3) A 20% mis-specification rate causes a greater PMR decrease than a

10% rate. (4) With larger item numbers, the decrease of PMR follows the order: redundancy > mixed > missing.

(5) PMR degradation increases as hierarchical looseness grows.
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Cognitive Diagnosis Models (CDMs), which provide a finer-grained evaluation of examinees’ attribute master

pattern, are widely used in educational and psychological measurement. In many applications of CDMs, it

is commonly assumed that a hierarchical structure is present to delineate the relationships among attributes

which plays an important role in CDMs. Furthermore, another crucial component in CDMs is the Q-matrix,

which precisely specifies the attributes measured by each item. In many current studies, the hierarchical struc-

ture among attributes and the Q-matrix are commonly presupposed. However, in practice, the presupposed hi-

erarchical structure and Q-matrix may be incorrectly specified. Previously, Chen and Wang (2023) introduced

a Bayesian method for estimating the attribute hierarchy under the assumption of a pre-specified Q-matrix.

Therefore, in this study, based on deterministic inputs, noisy-and gate (DINA) model, we transcend the con-

straint of a pre-specified Q-matrix and propose a Markov chain Monte Carlo method that achieves simultane-

ous estimation of both the attribute hierarchy and Q-matrix. The proposed method performs well in recovering

the real attribute hierarchy and $Q$-matrix. A simulation study is conducted to demonstrate the validity of

our method. Additionally, we employ a mini-batch method to enhance computational efficiency. At last, we

demonstrated the utility of the proposed algorithm based on the real data.
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Prof. Youn Seon Lim (University of Cincinnati)

Reliability assessment in cognitive diagnosis models (CDMs) presents unique challenges due to their categori-

cal classification structure. Traditional reliability indices, such as Cronbach’s alpha, assume continuous latent

traits and fail to capture classification consistency, a core aspect of CDMs. This study proposes a new reliability

measure designed specifically for CDMs, focusing on the stability of attribute mastery classifications across re-

peated assessments. The measure quantifies the probability that examinees receive the same skill profile under

repeated testing conditions, addressing the limitations of existing methods. Through extensive simulation stud-

ies, we evaluate its performance across different CDM structures, test lengths, and sample sizes, benchmarking

it against existing reliability indices. Results indicate that the proposed measure provides more precise and

interpretable reliability estimates, particularly for diagnostic assessments where classification accuracy is crit-

ical. Additionally, we demonstrate its practical utility using large-scale educational assessment data, highlight-

ing its potential for improving test design and score interpretation. This work advances the methodological

foundations of CDMs by introducing a reliability framework that aligns with their classification-based nature,

ultimately enhancing the validity of diagnostic decisions in educational and psychological measurement.
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Himmelstein (Georgia Institute of Technology)

Although recent computational advances have allowed statistical models to provide increasingly accurate fore-

casts, the human component remains a cornerstone of making decisions about uncertain events. The Fore-

casting Proficiency Test (FPT) is a test developed to measure individuals forecasting ability by posing realistic

forecasting questions. The FPT implements a quantile forecast format, which requires individuals to make five

forecasts regarding a continuous future outcome at increasing levels of certainty. In this paper, we analyze

FPT items using a customized item response theory (IRT) approach. Quantile forecast items differ from items

suitable for IRT because responses represent accuracy, the signed distance between the forecast and the resolu-

tion, which is a continuous measure. We lean on the IRT theoretical framework to model accuracy of forecasts

at each quantile while estimating properties of the FPT items, such as item difficulty and uncertainty, as well

as person-level forecasting proficiency. We posit a probabilistic model that describes the observed accuracy at

each quantile and explore multiple distributions to model the idiosyncrasies of the data. Then, we interpret

estimated item parameters and describe how estimated person forecasting proficiency relates to more conven-

tional scoring rules for quantile forecast tasks. We also discuss how to tune the model to incorporate different

scoring criteria. The advantages the IRT approach offers in understanding how individuals interact with fore-

casting items and possible benefits in test construction and person scoring for items with a quantile forecast

format are discussed.
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University of Alabama), Prof. Joni M. Lakin (The University of Alabama)

This study examines the influence of demographic factors on spatial ability using a combination of the Two-

Parameter Logistic (2PL) model and Rasch Tree Analysis. The 2PL model will be used to estimate group dif-

ferences (i.e., race, gender) in three spatial assessments: Mental Rotation Test (MRT), Object Assembly (OA),

and Surface Development (SD). The Rasch Tree model provides a means to test for differential item functioning

(DIF) across demographic groups concurrently. This means that DIF can be identified for intersectional groups

rather than being restricted to dichotomous comparisons. By applying Rasch tree analysis, significant subgroup

differences emerged, revealing gender as the primary variable affecting measurement properties, followed by

test type among male participants.

The 2PL model was employed to evaluate item difficulty and discrimination, highlighting variations across test

items. Results demonstrated significant gender differences, with female participants consistently outperform-

ing males in all spatial tasks (counter to prior research). Group differences based on race and ethnicity also

revealed disparities, particularly in MRT and SD performance, suggesting the potential influence of cultural

and educational factors on spatial cognition. The combination of Rasch Tree and 2PL analyses provided deeper

insights into how demographic variables interact with spatial ability measures, allowing for the detection of

measurement invariance violations and subgroup-specific performance patterns. We recruited a sample of 123

students from grades 3 to 8, representing an age range typically between 8 and 14 years. Future research should

expand these methods to further explore demographic influences on spatial reasoning and refine measurement

models for diverse populations.
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University)

Forced-choice measurements have gained attention owing to their ability to mitigate social desirability bias,

which refers to the tendency of respondents to answer as if they were desirable people. To effectively reduce

this bias, the desirability of the paired items must be matched. This necessitates a preliminary process of deter-

mining the desirability for each item, which generally requires collecting response data from respondents and

is therefore cost- and resource-intensive. To address this issue, we propose an approach that incorporates two

key elements. First, as an effective proxy for social desirability, we propose using the valence of the item, which

can be quantified using sentiment analysis techniques. Second, we propose constructing a set of Thurstonian

IRT items using combinatorial optimization such that the difference in valence scores within each item pair is

below a pre-specified threshold. We developed a forced-choice scale for the Big Five personality traits as an

empirical application of the proposed framework. Following preregistration, we collected responses on social

desirability and valence for 500 personality trait words and observed that the two were highly correlated (>

0.99). Subsequently, using a blueprint that specified the factors to be measured as well as the forward/reverse

directions for each item, we performed combinatorial optimization to finalize the scale. The proposed approach

enables the construction of a psychometric scale that is both resilient to social desirability bias and capable of

leveraging IRT advantages—such as equating and adaptive testing—in a cost-effective manner, making it par-

ticularly well-suited for high-stakes assessments.
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Digital assessment environments sometimes provide learning resourcesthat can be accessed by test takers on

demand. To measure the ability underlying students’ performance in the assessment, it is important to know

whether the use of thoseresources influences the estimation of item difficulty and/or interindividual differences

in ability.

To explore these questions, different models that decompose the response process into ordered subprocesses

(IRTree models, DeBoeck & Partchev, 2012), including the decision to use offered resources or not, were consid-

ered. One group of models assumes that learners make the decision on whether to use resources before engaging

with the task; the other group assumes that learners only decide on whether to use the offered resources after

unsuccessfully engaging with the task.

We use data from the German piloting study (N = 737) on the innovative domain in PISA 2025 “Learning in

the Digital World” (LDW). This LDW ability is demonstrated by solving computational and scientific inquiry

problems in an environment that offers worked examples as learning resources to be accessed on demand by

test-takers.

We compare and contrast alternative IRTree models based on the plausibility of their assumptions, the resulting

parameter estimates and their relations to other variables. Three out of four models conclude that items that

were solved after accessing resources measure a different ability than items that were solved without resources.

Substantive inferences drawn from the different models differ qualitatively in respect to the key research ques-

tion, leading to more general implications for the use of IRTrees to model sequential behavior.

253



2025 International Meeting of the Psychometric Society

Measuring print exposure using a bifactor unipolar IRT model

Friday, 18th July - 10:00: IRT applications (GH: Think 4) - Oral

Prof. Qi (Helen) Huang (Purdue University), Prof. Daniel Bolt (University of Wisconsin - Madison)

Unipolar IRT has been suggested to provide a better theoretical representation of certain educational (e.g., read-

ing frequency, vocabulary) and psychological (e.g., depression, addictive behaviors, extreme beliefs) constructs

than the more traditional bipolar IRT approaches. However, potential multidimensional extensions of unipolar

IRT applications remain underdeveloped, limiting its broader application and the ability to capture more com-

plex construct representations. In this study, we extend the unipolar IRT framework to incorporate a bifactor

structure and demonstrate its usefulness using an Author Recognition Test (ART; Wimmer & Ferguson, 2023),

a measure of print exposure. A bifactor representation is argued to be particularly appropriate in this setting

as it can accommodate the increased tendency for reading to become focused in particular genres as reading

frequency increases. The value of the bifactor unipolar IRT model is seen not only through its superior fit to

the data, but also by its ability to explain and reduce the tendency for item-specific hazard functions to rapidly

decline as reading frequency increases. The paper thus furthers our understanding of how survival modeling

techniques can be of relevance in educational and psychological measurement.
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Conducting a fitting propensity (FP) analysis has recently become more accessible through the introduction of

easy-to-use R packages. However, guidance on how best to design and execute an FP analysis for accurate results

is still lacking. Thus, in this talk, we will present the results of an extensive investigation in which we systemat-

ically varied characteristics of the data space (e.g., number of variables in data space, permissible correlations)

and choices surrounding model estimation and evaluation (e.g., number of ML estimator iterations, fit index

selection) to evaluate their potential impact on FP analysis performance. In this examination, we focused on

latent variable models with continuous indicators and the ockhamSEM (Falk & Muthukrishna, 2023) R package.

Results indicate that several design choices affect FP analysis findings. For example, we found that conclusions

regarding a model’s FP depend on whether the data space consists of all positive definite covariance matrices

or only those matrices in the positive manifold. We will discuss all findings and provide practical recommen-

dations for researchers interested in conducting FP analyses, including guidance on selecting a sufficient data

space size for the number of variables included. Broader implications for the study of fitting propensity and

extensions to other variable types and software packages will be discussed.
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In item response theory (IRT), certain one-parameter models based on alternative link functions—specifically,

the complementary log-log (CLL), negative log-log (NLL), and cauchit models—often outperform more complex

traditional link models such as the three- and four-parameter logistic models (Shim et al., 2023a; 2023b). These

findings suggest that a model’s capacity to capture diverse data patterns depends not only on its number of

parameters but also on the choice of its underlying link function.

In this study, we investigate how link function selection influences IRT model complexity, even when such mod-

els include just one item parameter. We use Preacher’s (2006) fitting propensity analysis (a simulation-based

method aligned with the principle of minimum description length) to evaluate the complexity of the (logit)

Rasch, CLL, NLL, and cauchit models. Specifically, we fit each model to 1,000 datasets that were randomly

and uniformly sampled from the complete categorical data space and compared their relative propensities to

achieve goodness-of-fit via the Y2/N statistic.

Our results indicate that these one-parameter alternative link IRT models: (a) vary in complexity; (b) capture

distinct data patterns; and (c) preferentially align with response patterns that reflect behaviors such as guessing

and slipping. These findings reinforce the notion that IRT model complexity cannot be quantified simply by

counting the number of free parameters in the model; psychometrics researchers must also consider that a

model’s functional form affects its propensity to fit well, both in general and to specific meaningful data patterns.
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This study applies fitting propensity (FP) analysis to quantify the complexity of multilevel models, using mul-

tilevel confirmatory factor analysis (ML-CFA) models as an example. ML-CFA models are commonly used to

develop and validate measurement tools using datasets with a nested structure. In the process of model selec-

tion, practitioners often compare the goodness-of-fit (GOF) of competing ML-CFA models that differ in latent fac-

tor specifications and/or cross-level measurement invariance constraints. While model fit should be evaluated

based on a balance between GOF and model parsimony, the latter—or model complexity, as its complement—

has only been approximated by the number of freely estimated parameters. This metric, however, inaccurately

represents model complexity and overlooks the distinct complexities at different levels of ML-CFA models. To

address the gap, this study presents level-specific FPs for ML-CFA models that represent how well the models

fit the within- and between-group level covariances within the complete data space. Results indicate that the

interplay of level-specific FPs gives rise to model complexity beyond what is captured by the number of freely

estimated parameters. For example, ML-CFA models tend to prioritize fitting within-group covariances over

between-group covariances. Moreover, cross-level measurement invariance constraints are found to dispro-

portionately impact the between-group level FP. These findings provide context for the GOF that practitioners

encounter in their applications of these models, facilitating a more nuanced evaluation of the trade-off between

GOF and model parsimony, while serving as empirical evidence that underscores the need for level-specific

model fit evaluation and estimation.

257



2025 International Meeting of the Psychometric Society

The fitting propensity of factor analysis models

Friday, 18th July - 09:00: Advances in the Evaluation of Statistical Model Complexity (GH: Think 5) - Oral

Dr. Wes Bonifay (University of Missouri), Dr. Li Cai (University of California, Los Angeles), Prof. Carl Falk (McGill University,

Montreal, Canada), Dr. Kristopher Preacher (Vanderbilt University)

Model complexity is a critical consideration when evaluating a statistical model. To quantify complexity, one

can examine fitting propensity (FP), or the ability of the model to fit well to diverse patterns of data. The scant

foundational research on FP has focused primarily on proof-of-concept rather than practical application. To

address this oversight, the present work joins a recently published study in examining the FP of models that

are commonly applied in factor analysis. We begin with a historical account of statistical model evaluation,

which refutes the notion that complexity can be fully understood by counting the number of free parameters

in the model. We then present three sets of analytic examples to better understand the FP of factor analysis

models that are widely used in applied research. We show that a) exploratory and confirmatory models with the

same number of parameters differ in FP; b) bifactor models with the same number of parameters but different

specific factor structures differ in FP; and c) models that are equivalent in terms of overall FP may fit well to

distinct patterns. We characterize these findings relative to previously disseminated claims about factor model

FP. Finally, we provide some recommendations for future research on FP in latent variable modeling.
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Psychological phenomena have been proposed as a more appropriate form of explananda in psychology. Phe-

nomena are robust, general trends across datasets and less prone to the idiosyncrasies of data. Datasets are

formed by a set of decisions regarding instruments, samples, etc. Phenomena are what remains when the influ-

ence of specific decisions are lessened through, for instance, conceptual replication. An example phenomenon

is the response-time delay in incongruent trials, evidenced by data from both the Stroop-task and the Flanker-

task. This leads to a triptych of theory-phenomena-data in which data evidence phenomena, while theories

explain phenomena.

Phenomena are heterogenous in many ways, one of which is the ease with which they can be formally rep-

resented. Take for instance the difference between the positive manifold of cognitive skill and something like

‘maturing out’ of substance abuse. While the former has a clear representation, the latter may be captured by

a correlational pattern, an interaction-effect, or a linear trend over time. As all these patterns could represent

the phenomenon, all data that show these patterns can evidence the phenomenon. This is ideal from a robust-

ness perspective. However, which one you choose to represent your phenomenon, for instance when testing

whether a formal theory can recreate the pattern, becomes more difficult.

In this talk I will discuss the different levels on which phenomena can be described, ending with the represen-

tational level which concerns the statistical patterns that represent and evidence them. I will then discuss the

implications this has for formal theory building and testing.
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An important criterion for evaluating the explanatory power of a formal model or theory is whether it can

explain relevant phenomena: stable features in the world. In the context of formal modeling, phenomena are

often characterized as statistical patterns. To test whether a formal model can explain a phenomenon, one can

then run simulation studies and see whether patterns emerge that correspond to important phenomena that are

reproduced in the simulation study. However, when a formal model produces a phenomenon, it must always

mean that the phenomenon is to some extent “built in”. A model will not produce behavior that is not somehow

derived from its assumptions. Using a formal model of addiction theory as an example, this talk will explore

the boundaries between “building in” a phenomenon as an assumption, phenomena as emergent properties of

interactions of modeling assumptions, and unexpected insights from formal models.
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Scientific theories aim to explain and predict phenomena. In our field, our theories address phenomena of

behavior, social relations, cognition, emotion, psychopathology, and so on. Few would disagree that (human)

psychology and our social organization are systems with the number and type of processes that merit the ad-

jective “complex.” This makes cause-effect reasoning problematic. And even if our systems of interest were

merely “large” or “difficult to parse”, our standard causal reasoning may still present problems.

I will argue that our typical cause-effect reasoning often impedes theoretical progress. The appeal of causal

explanations is intuitive: they provide clear, testable links between variables. However, this approach risks

oversimplification, missing the forest for the trees, and (rein)forcing linear explanation. Exemplary problems

of cause-effect reasoning are: many causes to one effect, irrelevant prime movers, differences in the value of

“cause” in well-functioning and dysfunctional systems.

I will contrast cause-effect reasoning with mechanistic and functional (modeling) perspectives. Mechanistic

reasoning focuses on the system’s particular underlying structures–consisting of components, their properties

and their relations–that jointly generate observed phenomena. Functional reasoning takes a more abstract

perspective of capacities, affordances, and processes across these particular instantiations.

Using examples from meteorology, automotive engineering, mammalian physiology, and psychopathology, I will

illustrate the shortcomings of cause-effect reasoning and the advantages of mechanistic/functional reasoning

for theory development. In conclusion, I will speculate on the methodological implications and requirements

for the next steps toward comprehensive, explanatory theories of (human) psychology.
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AI-assisted theory construction with theoraizer: Do LLMs and
humans agree on causal relationships?

Friday, 18th July - 11:45: Theory Construction Methodology (GH: Meridian 1-2) - Oral

Ms. Meike Waaijers (University of Amsterdam)

The Causal Loop Diagram (CLD) method is a theory construction technique in which a group of domain experts

identifies causal relationships between variables. However, as the number of variables increases, the process

becomes more labor intensive, limiting its scalability. Large Language Models (LLMs), with their advanced text

processing capabilities and extensive knowledge bases, offer a way to streamline this process.

We have developed theoraizer, an R package designed to assist researchers in the early stages of CLD develop-

ment by integrating LLMs as a digital extension of the expert group. Researchers can use theoraizer to define

a list of potential variables and query an LLM to provide candidate causal relationships between them. Rather

than replacing expert judgment, this approach aims to increase efficiency by generating an initial set of pos-

sible relationships, allowing researchers to focus on evaluation and refinement. By easing the workload of

constructing a candidate CLD, theoraizer supports a more efficient theory building process.

To assess the validity of LLM-generated causal judgments, we conducted a study comparing human and LLM

causal judgments. We curated a dataset of 36 variable pairs with unidirectional, bidirectional, and non-causal

relationships that varied in complexity (easy vs. hard) and sign (positive vs. negative). University researchers

judged the presence, direction, and sign of these causal relationships, and we compared their judgments with

each other and those generated by an LLM.

In this talk, I will present our findings and discuss how LLMs can support causal inference and contribute to

theory development in scientific research.
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Graduate student Datathon competition

Friday, 18th July - 11:45: Graduate Student Datathon Competition (GH: Meridian 3-4) - Symposia

Prof. Silvia Cagnone (University of Bologna)

In this session, the three finalist teams of the IMPS 2025 Student Datathon will present their work. The Datathon

is a collaborative competition designed to engage participants in the analysis of an innovative dataset using

state-of-the-art psychometric methods
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An homage to John R. Nesselroade: The Poet Laureate of
quantitative psychology

Friday, 18th July - 11:45: Symposium: Remembering John Nesselroade (MAC: Johnson) - Symposium Overview

Dr. Hudson Golino (University of Virginia), Dr. Sy-Miin Chow (Pennsylvania State University)

“In the future, if life should give you lemons, make lemonade. Then, find someone to whom life has given

Jack Daniels- blend your assets and have a party!”. In “An Homage to John R. Nesselroade: The Poet Laureate

of Quantitative Psychology,” we celebrate the wit, wisdom, and enduring influence of one of our field’s most

beloved figures. Through a series of brief, personal reflections, former students, colleagues, and collaborators

will share the creative insights they’ve gleaned from John’s pioneering work in dynamic measurement, mul-

tivariate modeling, and idiographic methods. Expect lighthearted “poem-jokes,” surprise guest appearances,

and the signature blend of intellectual rigor and congeniality that John has always championed. By weaving

anecdote with academic perspective, this symposium will illuminate how John R. Nesselroade’s mentorship

and scholarship have shaped careers, and inspired us all to find joy in the quantitative quest.
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Factor score indeterminacy of sum score and common factor
score

Friday, 18th July - 11:45: Factor Analysis (MAC: Thomas Swain) - Oral

Mr. Hoang Nguyen (University of Minnesota)

Social scientists routinely develop psychological instruments to measure individual differences using factor

analysis without addressing the factor score indeterminacy (FSI) issue. The FSI, quantified as the correlation

between latent traits and their estimates, is highly relevant for test development as it can affect the measure-

ment and interpretation of latent traits. To better understand in what data-model conditions and to what ex-

tent FSI can affect trait measurement, I conducted a comprehensive simulation study that examined the FSI

when different factor score estimation methods were used. These methods included the unit-weight sum score

(UWSS), Thurstone’s, Bartlett’s, and ten Berge’s scores. In total, I simulated 25,920 data sets by varying (a) fac-

tor loading size, (b) number of factor indicators, (c) factor cross-loadings, (d) factor correlation size, (e) model

approximation error, (f) sample size, and (g) item response distribution. My results showed that when trait

measurements included many items with high factor loadings, the effect of FSI was minimized. In these mod-

els, UWSS and other factor score estimators could recover latent traits equally well. However, in factor models

with few, small-loading items, FSI became larger and Thurstone’s score typically provided the best estimation

of latent traits.

WORD COUNT: 193

Keywords: Factor score indeterminacy, sum score, factor score, Monte Carlo
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Integration of latent space and confirmatory factor analysis to
explain unexplained person-item interactions

Friday, 18th July - 12:00: Factor Analysis (MAC: Thomas Swain) - Oral

Dr. Inhan Kang (Yonsei university), Prof. Minjeong Jeon (School of Education & Information Studies, University of California

Los Angeles)

As with many other latent variable models, the confirmatory factor analysis (CFA) model is built upon the con-

ditional independence (CI) assumption, which states that latent variables and item parameters can fully explain

covariations between item responses. However, growing evidence in psychological and educational measure-

ment research challenges this assumption, raising concerns regarding conditional dependence (CD). As the main

model parameters correspond to the main person and item effects, CD implies the presence of unexplained

person-item interactions. To leverage this information from non-binary item responses, we propose integrat-

ing a latent space model with CFA. The resulting model assumes that persons and items have coordinates on

a shared metric space called an interaction map, where distances between persons and items reflect CD and

their interactions. With this approach, the model quantifies and visualizes person-item interactions, leading to

further practical analyses of CD. We present a series of simulation studies to examine various statistical prop-

erties of the proposed model. We also provide empirical examples to demonstrate the utilities and advantages

of the proposed model, such as (1) deriving personalized diagnoses and evaluations for respondents, (2) quanti-

fying individual differences in perceived item properties, and (3) facilitating investigations of CD with external

variables and method effects.
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A GLLAMM approach for measuring child-teacher interaction
quality

Friday, 18th July - 12:15: Factor Analysis (MAC: Thomas Swain) - Oral

Dr. JoonHo Lee (The University of Alabama)

We develop a Generalized Linear Latent and Mixed Models (GLLAMMs) approach for measuring classroom

process quality in early childhood education settings, using data from the 2018 Early Head Start Family and Child

Experiences Study (Baby FACES). Typical two-level confirmatory factor analysis can handle hierarchical data

when all responses are continuous and uniformly assessed, but it struggles when items have mixed distributions

(e.g., continuous or binary) and vary by subgroup (e.g., infant vs. toddler classrooms). GLLAMMs provide a

single, integrated model that accommodates these complexities without separate partial analyses.

First, GLLAMMs seamlessly include both binary and continuous items for three latent domains—support for

social-emotional, cognitive, and language development—in one framework. Second, they naturally handle

missing-by-design assessments by letting each classroom’s subset of items contribute only what is observed.

Third, by specifying random effects at the classroom and center levels, GLLAMMs decompose each factor’s vari-

ance across organizational tiers, producing intraclass correlation–type measures that reveal whether variabil-

ity in measured quality stems more from differences among teachers within a center or across centers. We

demonstrate how the Laplace approximation used in GLLAMMs can lead to near-zero boundary estimates of

factor variances and present a fully Bayesian solution that addresses such estimation challenges. Together,

these features make GLLAMMs a powerful alternative to standard two-level CFA for large-scale early childhood

data, yielding richer, more robust insight into child–teacher interaction domains.
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A new representation of factor score and its theoretical
properties

Friday, 18th July - 12:30: Factor Analysis (MAC: Thomas Swain) - Oral

Dr. Naoto Yamashita (Kansai University), Dr. Shin-ichi Mayekawa (National Center for University Entrance Examinations)

Factor score indeterminacy is known as a fundamental property in factor analysis model, indicating that fac-

tor scores are not uniquely determined under the same structural parameters. This study reformulates factor

scores as solutions to simultaneous equations derived from the factor analysis model. The research proposes

an analytical expression that explicitly separates determinate and indeterminate parts of factor scores. The

derived factor scores are shown to be equivalent to regression-based scores and those obtained through matrix

decomposition factor analysis. These findings offer new insights into factor score estimation and specification.

Further, approaches for factor score specification is also discussed.
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Development and validation of a Renyuanmeasurement scale:
Exploring social self-perception in Chinese cultural contexts

Friday, 18th July - 12:45: Factor Analysis (MAC: Thomas Swain) - Oral

Ms. Ching Yi Chiang (National Chengchi University)

Popularity refers to the extent to which an individual is valued or liked within a group and has long been a

significant research topic in social and developmental psychology. However, studies on popularity often rely

on peer ratings as the primary measurement method, with some also examining the discrepancy between self-

and peer ratings as an indicator of social self-perception. Renyuan is a concept in Chinese cultural contexts that

parallels popularity yet differs in its emphasis. Unlike the individualistic notion of popularity, which highlights

an individual’s central position, renyuan focuses on social integration. Based on this perspective, this study

aims to develop a measurement tool for renyuan and examine the self–peer rating discrepancy as an indicator

of social self-perception in Chinese culture.

The current study collected approximately 200 adjectives describing renyuan from literature and open-ended

questionnaires, using a sample of 230 college students and 131 non-student adults. Exploratory factor analysis

identified four primary factors: interpersonal relationships, intrapersonal relationships, group contribution,

and personal characteristics. A second-order exploratory factor analysis confirmed a common underlying fac-

tor explaining these four dimensions. Content analysis of open-ended questionnaire responses suggested that

individuals described as having high renyuan are perceived to be sensitive to social acceptance and rejection

cues in interpersonal interactions, indicating a potential association with social self-perception. Accordingly,

this study developed a self-report scale incorporating these adjectives—an approach rarely used in previous

Western studies on popularity—to examine its reliability, validity, and relationship with social desirability.

Keywords: Renyuan, Popularity, Social Self-Perception
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Generalized structured component analysis accommodating
convex components: A knowledge-based multivariate method

with interpretable composite indexes

Friday, 18th July - 11:45: Multivariate Analysis (GH: Think 4) - Oral

Dr. Gyeongcheol Cho (The Ohio State University), Dr. Heungsun Hwang (McGill University)

Generalized structured component analysis (GSCA) is a multivariate method for examining theory-driven rela-

tionships between variables including components. GSCA can provide the deterministic component score for

each individual once model parameters are estimated. As the traditional GSCA always standardizes all indica-

tors and components, however, it could not utilize information on the indicators’ scale in parameter estimation.

Consequently, its component scores could just show the relative standing of each individual for a component,

rather than the individual’s absolute standing in terms of the original indicators’ measurement scales. In the

paper, we propose a new version of GSCA, named convex GSCA, which can produce a new type of unstandard-

ized components, termed convex components, which can be intuitively interpreted in terms of the original

indicators’ scales. We investigate the empirical performance of the proposed method through the analyses of

simulated and real data.
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Amultivariate generalization of the Glass delta effect size

Friday, 18th July - 12:00: Multivariate Analysis (GH: Think 4) - Oral

Prof. Jay Verkuilen (City University of New York), Dr. Christopher Siefert (Sandia National Laboratory)

Effect size measures are important for interpreting data analysis as well as in contexts such as meta-analysis.

While there are many effect size measures for univariate data, only correlation family effect sizes and Maha-

lanobis distance exist for multivariate data. Correlation family effect sizes are primarily useful for power anal-

ysis while M-distances require homoscedasticity across groups. In a univariate analysis, Glass’s Delta uses a

reference group, e.g., the control, standard deviation to standardize comparison groups, e.g., treatment groups.

We explore the linear algebra of standardizations of this type, which are related to matrix whitening of one

group. We consider the notion of relative principal components to perform data reduction to allow visualiza-

tion. This has a close connection to Kullback-Leibler divergence and the generalized eigenvalue problem.
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Comparison of missing data techniques in generalized
structured component analysis

Friday, 18th July - 12:15: Multivariate Analysis (GH: Think 4) - Oral

Ms. Luqi He (McGill University), Dr. Gyeongcheol Cho (Department of Psychology, The Ohio State University), Dr. Heungsun

Hwang (McGill University)

Generalized structured component analysis (GSCA) is a comprehensive method for component-based structural

equation modeling (SEM), where constructs that are not directly measurable are represented as components or

weighted composites of indicators. In practice, missing data are often unavoidable due to various reasons such

as nonresponse and attrition. In SEM, missing data can introduce bias and reduce efficiency, affecting the ac-

curacy and stability of parameter estimates. GSCA currently offers three approaches for handling missing data:

listwise deletion, mean substitution, and least-squares (LS) imputation. The first two are simple, model-free

techniques applied before conducting GSCA, whereas LS imputation is a model-based approach that iteratively

estimates missing values using model parameter estimates. LS imputation has been implemented into free soft-

ware programs. However, a systematic evaluation of its performance compared to conventional missing data

techniques in GSCA has not been conducted. To address this gap, we conducted a simulation study to examine

the parameter recovery capabilities of LS imputation and traditional missing data techniques under various

experimental factors, including sample size, missing data mechanisms, and the proportion of missing data.

Our study aims to provide insights into the effectiveness of different missing data approaches under controlled

conditions and to offer practical recommendations for selecting appropriate methods in GSCA.
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Evaluating assumption violations in latent APIM: Implications
for effect estimation

Friday, 18th July - 12:30: Multivariate Analysis (GH: Think 4) - Oral

Ms. Shiyao Wang (KU Leuven, University of Leuven), Prof. Eva Ceulemans (KU Leuven, University of Leuven)

The Actor-Partner Interdependence Model (APIM; Cook & Kenny, 2005) is commonly used to study interpersonal

relationships within dyads. The APIM acknowledges the effect of individual’s trait scores on their own outcome

(i.e., actor effect) and their partner’s outcome (i.e., partner effect), as well as the correlation between both out-

comes. Although the APIM is primarily developed for cases where both the predictor and the outcome are

observed variables, in interpersonal relationship research, variables of interest are often latent and measured

by multiple indicators jointly.

To accommodate latent variables within the APIM, researchers have proposed extending the APIM with a latent

model (e.g., Kim & Kim, 2022), where the same common factor model is built for each partner. However, the

assumptions underlying this practice are often violated in interpersonal relationship research. For example,

when investigating mother-child dyads, the temperament of the mother and child might be measured using

different questionnaires, leading to different latent models for their variables.

In the current research, we investigate how these violations influence the implementation of the latent model,

the estimation of actor and partner effects, and the interpretation of these effects.
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Evaluating statistical power in generalized structured
component analysis

Friday, 18th July - 12:45: Multivariate Analysis (GH: Think 4) - Oral

Ms. Zhiyuan Shen (McGill University, Montreal, Canada), Dr. Gyeongcheol Cho (Department of Psychology, The Ohio State

University), Dr. Heungsun Hwang (McGill University)

Generalized structured component analysis (GSCA) is a well-established approach to component-based struc-

tural equation modeling, where constructs are statistically represented as weighted composites of observed in-

dicators. Statistical power—the probability of correctly rejecting the null hypothesis when a true effect exists—is

critical for designing efficient studies that reliably identify meaningful relationships among variables. Despite

its importance, statistical power in GSCA has not been systematically investigated. To address this gap, we

conducted a Monte Carlo simulation study, manipulating various experimental factors such as sample size, tar-

get effect size, number of indicators per component, indicator reliability, and correlation among exogenous

components. Our study aims to provide practical guidelines for conducting power analysis in GSCA, enabling

researchers to optimize study designs while maintaining sufficient power to detect meaningful effects.
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Examining heterogeneity in causal mediation effects

Friday, 18th July - 11:45: Causal Inference II (GH: Think 5) - Oral

Prof. Hanna Kim (University of California, Santa Cruz), Prof. Jee-Seon Kim (University of Wisconsin - Madison)

Recent advances in causal mediation analysis have clarified the conditions necessary for identifying direct and

indirect effects in observational studies. However, these effects are often assumed to be uniform across subpop-

ulations, overlooking potential variation in how mediators transmit exposure effects to outcomes. Addressing

this gap, this study extends causal mediation analysis by examining heterogeneity in natural direct and indirect

effects across both observed group membership and potentially unobserved (latent) subgroups.

Heterogeneity may arise from a well-defined characteristic or an observed variable, but it may also reflect the

existence of participant subgroups that are not directly observable, despite substantial variability in effects or

distinctive patterns. To capture this complexity, we incorporate latent moderators into the causal mediation

framework, providing a methodological tool to account for variation in mediational processes and analyze dis-

tinct causal pathways. When heterogeneity is driven by an observed discrete moderator, the proposed latent

variable framework simplifies to groupwise heterogeneity in mediation effects.

By integrating causal mediation analysis with latent variable modeling, this study provides a flexible framework

for examining heterogeneity in mediating processes. We conclude by discussing how this approach advances

the study of developmental processes in longitudinal intervention research and its broader implications for

causal inference in contexts where treatment effects and mediational pathways vary across subpopulations.
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A taxonomy of heterogeneity in causal effects

Friday, 18th July - 12:00: Causal Inference II (GH: Think 5) - Oral

Prof. Jee-Seon Kim (University of Wisconsin - Madison), Mr. Graham Buhrman (University of Wisconsin - Madison), Prof.

Xiangyi Liao (University of British Columbia), Prof. Wen Wei Loh (Maastricht University)

Addressing heterogeneity in treatment effects is essential for developing interventions that accommodate var-

ious needs and strategies across subpopulations. This paper introduces a taxonomy of treatment effect hetero-

geneity, classifying effects based on key dimensions such as observability and the type of heterogeneity. This

classification provides a comprehensive framework for capturing the diverse characteristics of treatment ef-

fects. Furthermore, this study positions the taxonomy as the centerpiece of an analytical workflow for causal

research, guiding analysis from initial theory and data exploration to estimation, sensitivity analysis, and in-

ference. This iterative process establishes a feedback loop that refines theories and generates new insights.

Grounded in causal inference theory, the framework integrates latent variable modeling with machine learning-

based causal algorithms to enhance the identification, estimation, and interpretation of treatment effects. By

capturing both observed and unobserved heterogeneity, as well as the various forms of its manifestation, the

taxonomy and analytical workflow support nuanced and contextually informed interventions. The workflow

is relevant to experimental, quasi-experimental, and observational studies, ensuring broad applicability across

research designs.
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Item-level heterogeneous treatment effects in instrumental
variables regression: Fixed- and random-item approaches

Friday, 18th July - 12:15: Causal Inference II (GH: Think 5) - Oral

Dr. Sanford Student (University of Delaware), Mr. Joshua Gilbert (Harvard University), Mr. Jesse Eze (University of Delaware),

Dr. Benjamin Domingue (Stanford University)

Recent research has highlighted that modeling of heterogeneity of treatment effects across the individual items

on an outcome measure (item level heterogeneous treatment effects; IL-HTE, e.g. Gilbert et al., 2023, Ahmed

et al., 2024) can yield additional insights into interventions’ effects beyond what is available from comparisons

of average scores. So far, this work has generally focused on randomized controlled trials. However, in social

science research, randomization often does not hold perfectly, or is not possible. This can lead to treatment

endogeneity – residual correlation between the predictor and the outcome. Instrumental variables regression

(IVR) is a popular method for correcting the resulting bias by introducing an exogenous variable that drives

change in the predictor but is uncorrelated with the outcome. Though typically estimated via two-stage least

squares, IVR can also be represented and estimated as a latent variable model (Maydeu-Olivares et al., 2019).

Extending IL-HTE analysis to IVR is not entirely straightforward for reasons we outline in this paper. We develop

models for estimating IL-HTE with instrumental variables in the general latent variable modeling framework,

supporting more valid causal inferences about impacts of nonrandom treatments/dosages on test items. We

present methods for modeling items as fixed or random, and discuss the affordances and tradeoffs of the two

approaches. We illustrate the use of these models with a real data example analyzing potential IL-HTE in a

study of the impact of time spent on homework on performance on a large-scale international assessment of

high school mathematics.
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Estimation of individual treatment effect with transfer
learning

Friday, 18th July - 12:30: Causal Inference II (GH: Think 5) - Oral

Ms. Şeyda Aydin (Eberhard Karls Universität Tübingen), Prof. Holger Brandt (Eberhard Karls Universität Tübingen)

Generalizing causal knowledge across diverse environments is a major challenge in scientific research, partic-

ularly when insights from large scale datasets must be applied to smaller or distinct contexts, where external

validity becomes critical. Models – particularly from machine learning - for estimating individual treatment

effects (ITE) typically require large sample sizes, limiting their applicability in domains such as social or behav-

ioral sciences that rely on smaller datasets. To address this issue, we demonstrate how transfer learning using

Treatment Agnostic Representation Networks (TARNet; Shalit et al., 2017) can substantially improve ITE estima-

tion by leveraging knowledge from extensive source datasets and adapting it to new settings. We consider four

scenarios illustrating various degrees of overlap between source and target data, including a partial transfer

case where only control group data is available in the source dataset (e.g., from large scale assessments with

observational data). Additionally, we incorporate inverse probability weighting (IPW) to account for confound-

ing and reduce bias which is an important step for smaller or datasets with non-randomized interventions.

We employ the integral probability metric to assess potential distributional discrepancies between source and

target datasets to determine whether transfer learning is appropriate. Empirical results across these scenarios

show that combining IPW with TARNet based transfer learning significantly enhances ITE estimates, provid-

ing a robust framework for causal inference in behavioral studies. Beyond improving statistical power, this

approach broadens the applicability of transfer learning, ensuring that causal knowledge derived from large

scale datasets can be responsibly generalized to more limited or heterogeneous contexts.
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Comparing traditional and AI-based IRT estimation: An
empirical study

Tuesday, 15th July - 17:15: Welcome Remarks and Poster Session (Memorial Hall of McNamara Center) - Poster

Mr. Olukayode Apata (Texas A&M University), Mr. Segun Ajose (University of Kentucky)

The increasing role of Artificial intelligence (AI) is reshaping psychometric modeling, yet its accuracy in item

response theory (IRT) parameter estimation remains uncertain. This study compares traditional maximum

likelihood estimation (MLE) using Stata 16.0 with an AI-based (ChatGPT 4o) estimation in Python to analyze

the Dataset for 21st-Century Character Exploratory Factor Analysis in Vocational High School Students (Effiyanti,

2024). The dataset from vocational high school students (N = 340) measures greeting behaviors, conflict resolu-

tion, integrity, academic honesty, adaptability, and information literacy using 18 Likert-scale items. We evalu-

ated the one-parameter logistic model (1PL), two-parameter logistic model (2PL), and three-parameter logistic

model (3PL) and estimated their item difficulty, discrimination, and guessing parameters.

Our results indicate that difficulty estimates in the 1PL model were similar, with Stata estimating Q1 = -1.49

and AI estimating Q1 = -1.14. However, we noticed a slight deviation in the 2PL model estimated discrimination

parameters (Q1: Stata = 0.95; AI = 1.21). In the 3PL model, we observed a notable variation in the guessing

parameter (Q1: Stata = 0.043, AI = 0.323). The Stata analysis produced stable parameter estimates, while the AI

analysis exhibited inconsistencies, particularly in discrimination and guessing parameters.

These findings highlight the strengths and limitations of AI-driven IRT estimation. While AI models can effi-

ciently estimate item parameters, the system should be improved to ensure alignment with traditional MLE-

based methods. We encourage future research to look at ways to refine AI estimation methods especially for

complex IRT models and large-scale educational assessments.
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Network psychometrics: Node redundancy

Tuesday, 15th July - 17:15: Welcome Remarks and Poster Session (Memorial Hall of McNamara Center) - Poster

Mr. Abraham Iniguez (The University of California, Davis), Dr. Mijke Rhemtulla (The University of California, Davis), Dr.

Jonathan Park (The University of California, Davis)

Over the past decade, network analysis has increasingly become a popular tool for modeling psychological sys-

tems. Estimating the correct population network is critical for making inferences to real-world data. However,

choosing which variables or symptoms to include in a network is often challenging because the set of variables

should reflect the elements of the system that the network is meant to represent. When choosing variables, it

is recommended to avoid including redundant nodes. Node redundancy has previously been defined as two

strongly correlated variables that share the same weighted associations with other variables (Christensen et al.,

2023) with other possible definitions as well. Given the limited research on node redundancy, how it affects

estimated networks remains unclear. Plausible effects could include biasing centrality estimates, altering a net-

work’s density, or affecting its structure. Therefore, we aim to clearly define the problem of node redundancy

and investigate the extent to which this problem affects network model interpretations.

To address this aim, we simulated several forms of redundancy from network models of varying size. The ef-

fects of redundant nodes on the network metrics were evaluated with and without these nodes. Additionally,

we assessed various forms of addressing node redundancy to see whether networks could be returned to their

original topology. Our findings provide evidence that redundant models change the structure of estimated net-

works, leading to different interpretations than if redundancy were not present.
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Comparing the Rasch equating method and the d scoring
equating method

Tuesday, 15th July - 17:15: Welcome Remarks and Poster Session (Memorial Hall of McNamara Center) - Poster

Dr. Ahmed Haddadi (Education and Training Evaluation Commission), Dr. Mohammed Alqabbaa (Education and Training

Evaluation Commission)

This study aimed to compare the test equating under two measurement frameworks: Item response theory

(IRT) and the classical d scoring method (DSM-C). Specifically, the study compared the equating under the Rasch

model and the DSM-C. Test forms were equated using the non-equivalent groups with anchor test (NEAT) and

mean/sigma approach to compute the rescaling coefficients. Participants were 15,707 3rd grade students who

took six equivalent forms of a mathematics test. The results showed that both approaches are highly comparable

in terms of the rescaling coefficients, rescaled item parameters, and equated person scores. The study results

recommend adopting the equating under the DSM-C given its practicality and simplicity and call for more studies

examining the DSM equating under various conditions.
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Assessing cross-group and cross-time measurement
invariance

Tuesday, 15th July - 17:15: Welcome Remarks and Poster Session (Memorial Hall of McNamara Center) - Poster

Mr. Alexander Miles (University of Southern California), Ms. Meltem Ozcan (University of Southern California), Dr. Mark Lai

(University of Southern California)

To ensure that valid and meaningful comparisons can be made, a construct must have equivalent measurement

qualities both between and within groups. Measurement invariance testing assesses whether the psychomet-

ric properties of a measurement instruction are equivalent across groups or time points, but applied research

examining both cross-group and cross-time invariance is relatively scarce. We address this gap by rigorously

testing cross-group and cross-time measurement invariance, employing large datasets and robust statistical

methods, including 10-fold cross-validation. We examined measurement invariance of a self-efficacy in math

scale, across two large datasets: the Educational Longitudinal Survey (ELS; N = 16,197; 2010, 2012, 9th to 11th

grade) and the High School Longitudinal Survey (HSLS; N = 23,503; 2002, 2004; 10th to 12th grade), with five

items in ELS and four items in HSLS. We tested for both between group invariance (comparing psychometric

properties between the surveys) and within group (comparing psychometric properties over time) using the

lavaan software package, and ML-Robust estimation. We tested invariance at the weak, strong, and strict lev-

els. Due to the large sample size, we used a combination of changes in CFI, RMSEA, and SRMR to determine if

measures were equivalent. The data supported strong factorial invariance across time for both groups; how-

ever, it was found that strong invariance was violated between groups. As such, a partial invariance model was

constructed using traditional measurement invariance techniques. Additionally, the large sample size enabled

us to utilize 10-fold cross validation, broadly confirming our results.
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This study examines how different Q-matrix designs, for linearly structured attributes, impact the accuracy of

item parameters and attribute profile estimations in diagnostic classification models (DCMs). While DCMs effec-

tively assess student competencies and identify skill gaps, modeling learning progressions within them remains

challenging due to the hierarchical nature of learning. In particular, this study focuses on a linear attribute hier-

archal structure where attribute A is a prerequisite for B, and attribute B is a prerequisite for attribute C. Using

the G-DINA model, we investigate the performance in recovering item parameters and attribute profiles across

three Q-matrix representations that encode information about the linear hierarchy: linear independent (LI),

linear adjacent (LA), and linear reachable (LR). Item response data was generated using the GDINA package in

R, with a fully-crossed simulation design incorporating three sample sizes (200, 500, 1000), two item quality lev-

els (low, high), and two marginal attribute base rates (e.g., equal base-rates or declining base-rates to reflect the

hypothesis that attributes further in the hierarchy are more difficult to master), totaling 18 conditions replicated

200 times each. Preliminary findings from a small-scale pilot study suggest that the LI Q-matrix representation

yields better classification rates than the LA and LR Q-matrices. The full simulation study is currently in progress

and is expected to be completed by April 2025. Findings from this study will provide valuable insights into how

linear hierarchy Q-matrix designs impacts inferences made from DCMs and may provide insights into optimal

ways of representing linear learning progressions.
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Besides assessing student achievement, International Large-Scale Assessments collect valuable information

through context questionnaires. These questionnaires are evaluated during a field trial (FT), intended to test

the functioning of context scales in each country and provide empirical evidence to revise material. However,

the usefulness of the FT depends on the quality of evidence, and a key issue is the sample size per country.

While previous studies have explored minimum sample size for scale construction, such studies are theoret-

ical or use simulated data. Whether these findings apply to actual data remains unclear. To investigate, we

used existing student and teacher questionnaire data from TIMSS 2019 and ICILS 2018, with data for up to 65

educational systems and 70 scales.

We analyzed how different sample size minimums influence the distribution and precision of indicators from

confirmatory factor analysis. We focused on how goodness-of-fit indices (CFI, TLI, RMSEA, SRMR) change be-

tween sample sizes and how this may impact scale adequacy decisions based on standard thresholds.

Our analysis confirms bias decreases as sample size increases and supports the N≥200 guideline, where bias

remains minimal. However, samples of N≥100 may still provide reliable evidence, with slightly higher bias

compared to 200 observations. Therefore, while N≥200 is preferred, sample sizes within 100-200 may be a

practical alternative in specific contexts.
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The goal of the early assurance admission programs is to find and recruit students with an interest in attending

medical school and becoming physicians. Sidney Kimmel Medical College (SKMC) grants three types of early

admission to students who meet the eligibility criteria from secondary and post-secondary institutions. This

paper summarizes and compares the performance of early admission students to the performance of a matched

sample of traditional admission students.

The data for this study comes from SKMC students of the graduating classes of 2023 and 2024 and expected

classes of 2025 and 2026. Given the admission requirements for early assurance students, students are matched

based on the common data among all participants: cohort, dual degree status, and overall pre-clerkship per-

formance. Welch’s ANOVA is used to compare the average student performance of early admission students

and traditional students. Fisher’s Exact test for pairwise comparisons was used to make two sets of pairwise

comparisons: 1) the USMLE Step 1 and Step 2 CK passing rates between the groups and 2) the proportion of

early assurance students who graduated within 4 years to all SKMC students who graduated within 4 years.

Results from Welch’s ANOVA indicate no statistically significant difference in the average overall clerkship per-

formance between groups of students. When compared to all SKMC students, the Fisher’s exact test shows there

is no difference in the proportion of conditional early assurance, 3+4 early assurance, and traditional students

who graduate within 4 years.
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Academic support faculty consistently seek new strategies and opportunities in which to provide students with

the tools they need to be successful in their UME program. This study explores the relationship between student

performance on Learning and Study Strategies Inventory (LASSI), preclinical course exams, Comprehensive

Basic Science Self-Assessment (CBSSA) and the United States Medical Licensing Exam (USMLE) Step 1.

The participants in this study represent students from a large urban medical college for the entering classes of

2025 and 2026 who took the (LASSI), preclinical course exams, Comprehensive Basic Science Self-Assessment

(CBSSA) and the United States Medical Licensing Exam (USMLE) Step 1.

A paired t-test was used to identify any statistical differences in student performance across the LASSI time

points. A multinomial logistic regression (MLR) model was generated to predict student performance on the

USMLE Step 1 exam.

The results from the paired t-test show that student percentile rank was significantly higher at time point 1 than

at time point 2 on Attitude, Concentration, and Motivation for the 2025 cohort. The student percentile rank was

significantly higher at time point 1 than time point 2 for Attitude, Motivation, and Using Academic Resources

for the 2026 cohort. There was a significant decrease from time point 1 to time point 2 on the Information

Processing subscale. For the MLR model, the Test Taking Strategies subscale (time 1 and time 2) and Medicine

201 block exams were the only significant predictor of student success on Step 1.
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Undergraduate medical education students desire to perform well on the first licensing exam to prevent a re-

duction of choice in residency specialty. Unprepared students have the option to delay taking the exam. This

delay creates four time/performance paths for students: 1) on-time/pass (P) 2) delay/pass (DP), 3) delay/fail (DF),

or 4) on-time/fail (F). Most students are in the P class, yet there are a small number of students who are in the

DP, DF, and F classes thus leading to unbalanced data when implementing predictive modeling. The purpose of

this study is to compare the prediction of the logit, probit, and glogit link functions for the multinomial logistic

regression model (MLRM) when the data is significantly unbalanced.

Using data from two cohorts of students, a MLRM with 87% accuracy is fitted using the original data. The

accuracy was improved to 91% with oversampling the minority classes. Data are simulated for 1,000 samples

each with 270 observations. The simulated data sets mimic the target cohort size and time/performance class

distributions from the real data.

The results suggest the root mean square error of prediction (RMSE) and bias was below 2.6 for all glogit models

and above 2.75 for all logit and probit models. The standard error of prediction (SEP) was above 0.69 for the

glogit models and below 0.65 for the logit and probit models. The performance of the logit and probit models

were similar, yet the logit and probit models underperformed when compared to the glogit models.
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The literature on multilevel analysis commonly warns about the potential for level 1 predictors to have con-

flated fixed slopes: an uninterpretable weighted average of a predictor’s fixed effect at the within level (e.g.,

level 1 individuals) and the between level (e.g., level 2 clusters). Said differently, a conflated fixed slope as-

sumes no between-level contextual fixed slope (i.e., no incremental contribution of the cluster beyond that of

the individual). However, less attention has been paid to the problem of conflated random slopes, which are a

different kind of uninterpretable blend—of slope heterogeneity (i.e., between-level variation around the within-

level fixed slope) and intercept heteroscedasticity (i.e., between-level variation of the cluster intercepts across

the cluster means of the within-level predictor). Conflated random slopes can bias the estimation, interpreta-

tion, and inferences of the between-level variances in the model, as well as the standard errors and Type I error

rates of their corresponding fixed effects. The purpose of this simulation study is to examine the performance

of three multilevel models that avoid random slope conflation by manipulating several relevant factors: sample

size at level 1 and level 2, intraclass correlation of the level 1 predictor, and reliability and magnitude of the

random slope variances. To help guide future best practices in models using random slopes, results will be pre-

sented for model convergence, as well as bias, power, Type 1 error rate, empirical standard error, and coverage

of the relevant parameters of each model.
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In this work we consider some stationary and nonstationary time series and multilevel models to represent

longitudinal Item Response Theory (IRT) data. We developed a Bayesian inference framework, which includes

parameter estimation, model fit assessment and model comparison tools, through MCMC algorithms. Simula-

tion studies are conducted in order to measure the parameter recovery. All computational implementations are

made through the Stan program, using the rstan package, from the R program. A real data analysis, concerning

the Amsterdam Growth and Health Longitudinal Study, is properly analyzed and usefull conclusions are drawn

from the obtained results.
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Mediation analyses in educational and behavioral research often involve clustered data. However, causal medi-

ation methods addressing unmeasured cluster-level confounders remain limited. This study extends a multiply

robust estimation method to assess causal mediation effects for a single mediator in clustered data. Multiply

robust estimators remain consistent if at least one of multiple combinations of nuisance models is consistently

estimated. Furthermore, the multiply robust method can incorporate machine learning approaches to relax

modeling assumptions while allowing uncertainty quantification via asymptotic variance and confidence inter-

vals. To control for unmeasured cluster-level confounders, we include cluster means and cluster dummies in

the nuisance model estimation, comparing this approach to a specification that omits cluster dummies. Through

simulations, we evaluate the proposed method’s performance in estimating individual- and cluster-average ef-

fects under both continuous and binary mediators and outcomes, varying the number and size of clusters and

the nonlinearity (linear or quadratic) in data generation. We also compare parametric and machine learning

estimation of nuisance models, with the latter employing the Super Learner ensemble of multiple machine

learning prediction models. Simulation results indicate that the proposed method performs satisfactorily in the

presence of unmeasured cluster-level confounding, with the machine learning-based nuisance model estima-

tion improving performance when quadratic relations exist. Finally, we demonstrate the method using data

from the National Longitudinal Study of Adolescent to Adult Health.
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This study introduces beta copula diagnostic classification models (BCDCMs) for inferring and classifying latent

attributes from testlet-based visual analogue scaling (VAS) data. BCDCMs incorporate copula-based dependency

structures to enhance the accuracy of classification and parameter estimation. Model properties, estimation

procedures, goodness-of-fit assessment, and visualization techniques are examined. An empirical analysis us-

ing the Symptom Checklist-90 dataset demonstrates the model’s effectiveness in estimating latent psychiatric

symptoms, with simulation studies confirming parameter stability. Findings suggest that BCDCMs provide a

robust and precise alternative to traditional cutoff-score methods for VAS data, offering valuable insights for

psychometric assessment.
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This study conducted a series of simulation studies to compare various stopping rules with respect to the recov-

ery of true abilities and mean test length to terminate the test for variable-length multistage adaptive testing

(MST). The stopping rules are: maximum standard error (SE) rule (or the minimum information rule), absolute

change in theta (CT) rule, minimum information rule, and joint rule. The number of items for assembling test, the

maximum number of items administered, and the distribution of the item characteristics for each stage of MST

are also manipulated. The simulation results showed that a stringent precision criterion leads to higher mea-

surement precision and lower efficiency. CT rule requires a longer average test length than SE rule to obtain

equivalent precision. CT rule enhances the efficiency of SE-CT rule when SE rule is dominant. A less stringent

precision criterion in the earlier stage(s) is sufficient when a strict precision criterion is utilized in the later

stage(s). In sum, the simulation findings provide insights on the utility of various stopping rules for difference

scenarios of variable-length MST.
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Differential item functioning (DIF) is a statistical method used to detect potential biases in test items by evalu-

ating whether individuals from different demographic groups (e.g., by gender, socioeconomic status, or race)

with the same underlying ability perform differently on specific items (Albano, 2024). The purpose of this pro-

posed study is to investigate the detection rates of differential item functioning (DIF) using an intersectional

modeling approach. Specifically, we seek to compare it to the traditional DIF detection approach. Are intersec-

tional and traditional DIF detection modeling approaches the same or different in the detection of DIF? Here

we intend to compare the intersection of race and sex in a computer simulated environment. DIF detection

using open source software and widely available techniques, such as R or Python and logistic regression will

be demonstrated in this study. The independent variables are sample size [50,150, 250, 350 per group], number

of questions [20, 40, 60], amount of DIF [small, medium, and large], ability group differences [0, .25, .50, 1 SD],

and modeling approach traditional DIF detection (race and sex independently) or intersectional (race and sex

in combination).
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Using data from a geopolitical forecasting tournament and a traditional Brier score metric, Mellers et al. (2014)

concluded that forecasting ability was improved by allowing participants to work in teams and providing them

with probability training. However, few constraints were imposed on response behavior; participants were

given much discretion in terms of which items to respond to and when to respond during the testing window.

Previous concerns have been raised about the potential for such testing procedures to produce missing re-

sponses not at random, and measurement models have been developed to address this issue by considering the

relationship between latent forecasting ability and item selection decisions. We have extended these measure-

ment models by additionally accounting for the influence of latent forecasting ability on response times. We

then applied this measurement model to the geopolitical forecasting tournament data and reevaluated Mellers

et al.’s conclusions. Across the first two years of the tournament, our model demonstrated substantially im-

proved fit over other measurement models which did not take into account the influence of forecasting ability

on item selection and response time. Furthermore, the adjusted forecasting ability estimates from our model

either eliminated, reduced, or reversed the originally observed effects of teaming and training on forecasting

ability. Lastly, we embed our measurement model into a larger structural analysis that evaluates the relation-

ships of other stable latent traits (intelligence, open-mindedness) on forecasting ability.
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This study examines student performance on the Basic Education Certificate Examination (BECE) mathematics

test using a Many-Facet Rasch Model (MFRM) to analyze student ability, item difficulty, gender, and school type

effects. A subset of responses (male: 598, female: 570; public: 584, private: 584) from the 2022 administration

was analyzed. Additionally, a Dichotomous Rasch Model was employed to assess differential item functioning

(DIF) across gender and school type. Results indicate that while some items favor specific student demographics,

DIF is not substantial. Wright Maps reveal a normally distributed ability estimate centered around 0.5, with

items more suited to average and lower-achieving students. Logit-scale calibration shows that students have a

higher average location (M=0.38, SD=0.32) compared to school type, class, and items, all centered at zero logits.

Fit statistics (Infit/Outfit MSE ≈1.00) confirm model validity. Separation reliability indicates poor differentiation

among students (-0.06) and class groups but moderate variation for school type (0.48) and high item reliability

(0.97). Group comparisons show negligible differences in ability estimates, with private schools having a slightly

lower location (δ =-0.01) than public schools (δ =0.01), while male and female students share the same location

(δ =0.0). Overall, results suggest minimal measurement bias, strong model fit, and appropriate scale functioning

across subgroups.
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In high-stakes summative assessments, equating is crucial to ensure meaningful comparisons of student per-

formance across time. While post-equating provides precise estimates of student ability, it occurs after test ad-

ministration and is time-consuming. Pre-equating, on the other hand, allows pre-constructed scoring tables and

automatic score reporting but does not account for changes in item or test function between administrations,

such as item preknowledge. This simulation study assesses the impact of item drift due to item preknowledge

on student scores. Using Monte Carlo simulations, student responses to a 50-item test with dichotomous re-

sponse categories were generated. The sample size ranged from 10,000 to 50,000, and the percentage of items

and students affected varied from 0% to 50%. Fixed item parameter calibration was performed by anchoring

non-drifted items. Student scores were estimated using both original and updated score tables. Results indi-

cated that 42% to 61% of students would be classified at different proficiency levels even after applying fixed

item parameter calibration. Additionally, the robust z procedure’s ability to detect drifted items was explored.

These findings highlight the significant impact of item preknowledge on score classification and highlight the

need for robust methods to detect and mitigate item drift in pre-equated assessments.
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Multilevel modeling is a methodological tool commonly used in social sciences to account for dependency in

data and address questions at multiple levels of analysis simultaneously. While the use of centering for level 1

predictors in multilevel models to avoid conflating between- and within-level main effects is well understood,

how centering should be used for interaction terms among level 1 predictors has inherent ambiguity. As high-

lighted by Loeys et al. (2018), different orders of operations in creating level 1 interaction terms can yield

different results. The purpose of this study is to understand the consequences of different choices for modeling

interaction terms between two level 1 predictors in a Monte Carlo simulation. Manipulated factors include the

centering method for level 1 predictors (cluster-mean centering or grand-mean centering), the order of oper-

ations in creating the interaction terms (multiply first or center first), and the correlation between the level 2

component of the level 1 predictor and a separate level 2 predictor. The potential influence of these factors will

help us to understand the impacts of misspecified interaction terms among level 1 predictors, as well as when

alternative models can or cannot be made equivalent by including additional cross-level and between-level in-

teraction terms. Results from the simulation study will be evaluated using bias, empirical standard error, and

coverage to help guide future best practice.
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The purpose of the present study was to employ mixture modeling as a means to identify homogeneous sub-

groups that display specific aspects of aberrant responding. The convergent validity of the proposed method

was tested using person-fit indicators, namely the U3 index and NCI, commonly employed in Item Response

Theory (IRT) as a means to identify specific instances of aberrant responding. Participants were 21,900 3rd

graders from the Kingdom of Saudi Arabia whose behavioral response patterns were examined in a reading

comprehension test. Using mixture modeling results pointed to the presence of four distinct groups with class 4

being a low-achieving group termed “aberrant.” This group of students had low levels of achievement, irrespec-

tive of item difficulty levels, thus, pointing to aberrance in the form of inattention and/or carelessness. The two

person-fit indices corroborated with the conclusion from the latent class analysis as they flagged approximately

70% of the class 4 students using strict distributional cutoff criteria. Further evidence showed null effects due

to gender but significantly more aberrant responders who took the test in the English language. It is concluded

that the combination of mixture modeling with person-fit indicators may provide cross-validation evidence on

the presence of aberrant responses at school.
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Traditional methods for analyzing binary data—such as logistic regression and contingency table analysis—

rely on the critical assumption that the binary variables are measured without error. However, in social and

behavioral research, this assumption is often violated. The observed category may differ from the underlying

true category, leading to measurement error in categorical data, a phenomenon known as misclassification. The

misclassification in a binary outcome variable is well known and studied. However, the misclassification in a bi-

nary predictor has not yet drawn much attention. To deal with this issue, we propose a new modeling approach

that explicitely account for misclassification by introducing false positive and false negative parameters. This

new model not only estimates the probability of each type of misclassification but also produces unbiased esti-

mates of the regression coefficients. Given the widespread use of mediation analysis in psychology, sociology,

and related disciplines, we extend our framework to address misclassification in simple mediation analysis.

Specifically, we examine three scenarios:(1) misclassified independent variable, (2) misclassified mediator, and

(3) misclassified dependent variable. The model is estimated using a Bayesian method and a simulation study is

conducted to evaluate its performance. To demonstrate the usefulness of the new models, an empirical example

is included.

Keywords: Mediation analysis, Binary variable, Misclassification, Probit regression
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Latent variable interactions are an important focus in psychological research. While traditional methods such

as latent moderated structural equations (LMS) and unconstrained product indicator (UPI) have been studied

extensively with continuous indicators, their performance with categorical indicators has been evaluated in

fewer studies. Prior research suggests that categorical indicators can introduce estimation challenges, particu-

larly under conditions of non-normality or low reliability.

This study introduces an extension of the two-stage path analysis framework (2S-PA-Int) to model latent

interactions with categorical indicators. The proposed approach first estimates factor scores from categorical

indicators based on a measurement model and then applies path analysis with measurement error corrections.

Unlike continuous indicators, categorical items have varying error variance across latent trait levels. 2S-PA-Int

addresses this by modeling individual-specific measurement error variance using definition variables,

allowing for more precise estimation while maintaining model simplicity and computational efficiency. In

addition, 2S-PA-Int Allows to use different estimation methods for measurement and structural models (e.g.,

EAP scores using the IRT framework).

A Monte Carlo simulation will compare 2S-PA-Int, LMS, UPI, and SAM across different conditions, including

sample size, number of response categories, indicator reliability, and predictor correlations. These methods

will also be applied to an empirical dataset from the Panel Study of Income Dynamics (PSID) to evaluate their

performance in practice.

By systematically assessing these approaches, this study will provide insights into their strengths and limita-

tions when applied to categorical indicators. The findings will help researchers make informed decisions about

modeling latent interactions in psychological research.
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Psychometric scales are fundamental tools in psychological and clinical research, yet they are often susceptible

to measurement bias, particularly across demographic groups. Large language models (LLMs) offer a novel

approach to addressing these challenges by simulating diverse persona responses, potentially aiding in survey

validation and scale refinement. This study investigates whether LLM-generated responses to the Center for

Epidemiologic Studies Depression Scale (CES-D) exhibit differential item functioning (DIF) across gender groups,

and how these biases compare to those observed in human data.

We generated 4,000 responses using four proprietary LLMs (GPT-4o, GPT-3.5, Google Gemini, and Claude) by

prompting models to adopt simulated demographic characteristics. We then applied the generalized partial

credit models (GPCM) to assess DIF and employed item response curves (IRCs) to visualize response patterns.

Additionally, item similarity matrices and textual analyses were conducted to examine potential sources of bias.

Findings reveal that while LLMs exhibited measurement bias, the pattern of DIF differed significantly from hu-

man data, underscoring the challenge of interpreting LLM-based psychometric responses. Item content char-

acteristics and word frequency analysis provided limited explanatory power for these biases, suggesting that

response variability may be model-dependent rather than content-driven.

Our results highlight both the potential and limitations of LLMs in psychometric research. While these models

can efficiently simulate survey responses, their biases and response distributions diverge from human patterns,

warranting further methodological refinement. This study contributes to the ongoing discourse on AI-assisted

psychometrics, emphasizing the need for rigorous validation of LLM-generated data in psychological assess-

ment.
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Computerized adaptive testing (CAT) selects test items based on an examinee’s responses, optimizing measure-

ment precision while reducing test length. However, practical constraints such as testing time and speededness

remain critical concerns. Existing stopping rules in CAT, such as the standard error (SE) and minimum infor-

mation (MI) rules, prioritize measurement accuracy but do not account for response time (RT). This omission

can lead to excessively long tests or unfair disadvantages for test-takers provided with more time-consuming

items. While RT has been incorporated into item selection models, its potential in stopping rules has received

little attention.

This study explores the integration of RT into CAT stopping rules to balance measurement precision and effi-

ciency while mitigating speededness-related biases. A review of existing approaches highlights how prior re-

search has managed RT constraints in CAT item selection and classification testing. Applying to Sie et al.’s (2015)

RT-based stopping rule in computerized classification testing (CCT), this study proposes an adaptive stopping

rule that incorporates RT within a variable-length CAT framework. By limiting overly time-consuming items

relative to remaining test time, this approach aims to enhance fairness and efficiency without compromising

precision.

A simulation study will evaluate the impact of this combined stopping rule across various testing conditions, in-

cluding different speededness thresholds and item exposure constraints. The findings will inform best practices

for balancing test length, accuracy, and fairness in CAT applications. This research contributes to improving

adaptive testing methodologies by integrating RT as a key factor in termination decisions.
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This study compares the Residual Dynamic Structural Equation Model (RDSEM) and the Continuous-Time Resid-

ual Dynamic Structural Equation Model (CT-RDSEM) in the context of intensive longitudinal data under both

discrete-time and continuous-time frameworks. RDSEM, which is useful for analyzing intensive longitudinal

data, assumes that observations occur at discrete time intervals. However, when missing values occur, the in-

clusion of imputed values can lead to slower convergence rates or inaccurate estimation. In contrast, CT-RDSEM

can continuously process randomly observed time intervals, making it applicable even to data collected at dis-

crete intervals with missing values, thereby improving estimation accuracy. The results of this study identified

that CT-RDSEM provides relatively accurate estimates compared to RDSEM under conditions of smaller sample

sizes (N), fewer time points (T), and higher missing data rates.

Results are discussed along with limitations and suggestions for future CT-RDSEM methodological research, as

well as implications for researchers applying the model in practice.
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This study evaluates the performance of various detection and correction methods for publication bias in meta-

analysis. Common approaches include graphical methods and selection models. The graphical methods ex-

amined are funnel plots, the trim-and-fill method, and Egger’s linear regression, while the selection models

include weight function models, Iyengar and Greenhouse’s generalization, and p-methods. A two-condition,

between-subjects design is employed in Monte Carlo simulations, assuming that observations within conditions

are normally distributed with a common but unknown variance. The study evaluates several factors, including

(1) population average effect size, (2) between-study heterogeneity, (3) number of primary studies, (4) sample

size per study, and (5) publication mechanisms. Additionally, varying degrees of dependency among effect sizes

within sub-studies are incorporated. The number of sub-studies and the level of dependency within the same

study are systematically manipulated. The evaluation criteria include bias, root mean square error (RMSE),

coverage percentage, and coverage width. This study also compares the advantages and limitations of graph-

ical methods and selection models in detecting and correcting publication bias. The findings will summarize

and assess the effectiveness of these methods, providing practical guidelines for addressing publication bias in

meta-analyses. Special attention is given to scenarios where sub-studies exhibit dependent effect sizes.
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Attribute hierarchy models (AHMs) in cognitive diagnosis (CD) assume that cognitive skills (“attributes”) are in-

terrelated and hierarchically structured. However, this structure is not known a priori and must be estimated

either by content experts or directly from item responses (“data-driven”). Although AHMs offer a realistic and

flexible approach to modeling assessment data, they have been underused in CD because imposing a hierar-

chy on the attributes causes complications. Existing data-driven estimation methods typically conceptualize

attribute hierarchies as directed networks, with edges identified using variable selection techniques via a pe-

nalized EM algorithm or Bayesian methods using the Metropolis-Hastings algorithm within Gibbs sampling.

These approaches often face limitations, including difficulty specifying penalty terms, heavy parameterization,

and potential convergence issues.

To meet this challenge, the current study explores graph-theoretic approaches to reconstruct item hierarchies di-

rectly from item responses, which are assumed to point at the hierarchical structure of the underlying attributes.

Tatsuoka (2009) introduced the idea that items designed to measure specific skills may reflect possible relations

among attributes through directed acyclic graphs, thereby formalizing both item and attribute hierarchies. This

idea is in line with Gagne’s (1965) suggestion that an attribute hierarchy underlying test items should manifest

itself in the hierarchical organization of the items. A small-scale experiment using the asymmetric component

from the dominance matrix—applied with various scaling procedures and hierarchical clustering—provides

promising preliminary evidence for graph-theoretic approach.
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In item response theory, when test equating is conducted using a common examinee equating design, the abil-

ity parameter distribution of the common examinee group often exhibits negative skewness. To address this

issue, Kawahashi (2023) proposed asymptotic standard errors for the estimators of equating coefficients that

do not rely on specific assumptions about the ability distribution. However, one limitation of Kawahashi’s es-

timators is that a large sample size (N � 5,000) is required to ensure their asymptotic properties. In this study,

we derive estimators for equating coefficients and their asymptotic standard errors that can provide accurate

estimates with a smaller sample size. We adopted the skew-normal distribution for the probability density

function of the ability distribution to allow the estimators to exhibit asymptotic properties with reduced sam-

ple sizes. We developed an expectation-maximization algorithm for estimating the equating coefficients based

on the skew-normal distribution and then derived the corresponding estimators for the asymptotic standard

errors. A simulation demonstrated that the proposed estimators can estimate the asymptotic standard errors

with greater accuracy than those of Kawahashi (2023), even when the ability distribution is highly skewed and

a significant discrepancy in scales exists between the two test forms, all with a smaller sample size (i.e., N =

1000).
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Higher-order measurement models enable researchers to model constructs at multiple hierarchical levels, with

higher-order constructs representing broader traits and lower-order constructs capturing specific facets. Struc-

tural equation modeling (SEM) is a general statistical framework for specifying and estimating these models.

However, existing SEM methods are limited to handling higher-order models with either factors or components,

rendering them unsuitable for those that involve both factors and components. To address this limitation, we

propose a method termed second-order integrated generalized structured component analysis (IGSCA), which

can accommodate four distinct cases of second-order relationships involving factors or components at different

levels: (1) first-order factors paired with second-order factors, (2) first-order components paired with second-

order components, (3) first-order factors paired with second-order components, and (4) first-order components

paired with second-order factors. We evaluate the performance of second-order IGSCA through a simulation

study, using partial least squares path modeling as a benchmark. Additionally, we demonstrate the practical

applicability of the proposed method with an analysis of real-world data.
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In social sciences and related fields, reporting the reliability of measured variables is crucial, as reliability in-

dices reflect the internal consistency of measurements. A widely accepted definition of reliability describes it as

the ratio of true score variance to the sum of true score variance and error variance. Cronbach’s alpha is a com-

monly used estimator for reporting reliability; however, it can be biased if its underlying assumptions—such as

equal variance among items, a sufficient number of items, essential tau-equivalence, unidimensionality, nor-

mally distributed errors, and independent errors—are violated. National panel data collected cross-sectionally

is typically obtained using stratified, clustered, and systematic sampling at the city/province level. Due to the

diverse demographic and socioeconomic characteristics of respondents in panel data, there is a high likelihood

of violating the tau-equivalence assumption.

McDonald’s omega is a reliability estimator based on a latent variable model. It offers several advantages over

Cronbach’s alpha, as it does not assume tau-equivalence or unidimensionality. Until now, various approaches to

measuring reliability have been developed and refined; however, there remains a need to expand the literature

on estimating reliability in cross-sectionally collected national panel data.

This study addressed how to compare Cronbach’s alpha and McDonald’s omega under different panel data con-

ditions. We examine the reliability of a 6-item scale under varying conditions, including the number of clusters,

the number of factors, item intraclass correlation, and the reliability levels of the indicators (i.e., within- and/or

between-level). Some considerations are presented along with simulations and an empirical case.
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a two-wave nonequivalent control group design is a quasi-experimental design frequently employed in educa-

tional and psychological research when randomization is not feasible. traditional analytical approaches, such as

ANCOVA and change-score analysis, often yield contradictory results in this design, as illustrated by Lord’s Para-

dox, thereby underscoring the structural biases in the treatment effects and highlighting the need for explicit

causal assumptions among the variables involved. despite extensive discussions on the assumptions required

to obtain unbiased treatment effects from a graphical causal model perspective, comprehensive and consistent

understandings of these assumptions under various causal relationships remain unexplored. accordingly, the

study demonstrates how tools such as the backdoor criterion and path-tracing rules developed in the graphical

causal model framework can address such challenges. various plausible scenarios within the two-wave design

are examined to illustrate how these tools can be utilized, followed by a discussion of how different forms of

bias may arise and which specific assumptions are needed to obtain unbiased treatment effects under differ-

ent scenarios. finally, a theoretical rationale explains why the backdoor criterion and path-tracing rules can

identify either the entire or partial structural bias under specific analytic approaches, demonstrating how this

method is more accessible than the algebraic OLS estimation method under both approaches for identifying

causal assumptions required to obtain unbiased treatment effects, thereby underscoring its contributions to

the field.
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The psychometric evaluation of Adverse Childhood Experiences (ACE) scales has predominantly relied on reflec-

tive measurement, often overlooking formative measurement principles. This gap fosters misunderstandings

in ACE assessment reliability and validity across research and practice. Although traditional notions of internal

consistency are widely used to assess ACE scale reliability, researchers adopting formative measurement prac-

tices often exclude such metrics due to conceptual inconsistencies. This omission hinders the comparability

of scale psychometrics across the ACE research corpus. This investigation examines the relationship between

traditional internal consistency metrics and a formative measurement alternative, the proportion of variance

explained (PVE) by a unidimensional principal component analysis, to determine whether these measures can

serve as interchangeable psychometric evidence for ACE measurement. Coefficient alpha, McDonald’s omega,

and PVE were computed for ACE scales from two large, nationally representative datasets (N = 124,764). Pearson

correlations evaluated the associations between these psychometric measures over full-sample and state-level

data. Internal consistency estimates generally met conventional thresholds of adequacy, while PVE ranged

from 44.25% to 48.17%, on average. The PVE strongly correlated with traditional reliability estimates (r ≥ .88).

These results suggest that the one-component PVE may serve as alternative psychometric evidence for ACE scale

internal consistency, particularly for researchers adhering to formative measurement. These findings bridge

reflective and formative measurement perspectives, offering a viable method for researchers to report psy-

chometric properties regardless of their measurement framework. This approach enhances methodological

transparency, facilitates cross-study comparisons, and supports the integration of ACE measurement in clinical

applications.
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The Random Intercept Cross-Lagged Panel Model (RI-CLPM) and Latent Curve Model with Structured Residuals

(LCM-SR) are popular methods for modeling co-development. Though they arise from disparate frameworks

(i.e., the CLPM and LCM respectively), they have many similarities. The primary difference between the two

involves how each model captures change over time. The mean structure is saturated for the RI-CLPM but

restricted for the LCM-SR. To examine the impacts of this difference, we conducted a Monte Carlo simulation

study. We compared performance (i.e., model fit and parameter estimation) between the LCM-SR and RI-CLPM

as most typically parameterized in the literature. Various conditions were examined, including the presence or

absence of a trend and the magnitude of the slope variance, cross-lagged effects, and covariance between slopes.

Mixed-effect ANOVAS were fit to statistically examine results, and effects with a partial eta-squared greater than

5% were deemed meaningful

We found that both models had similar performance when a trend was absent. However, when a trend was

present, the typical parameterization of the RI-CLPM (i.e., with no slope factor and a saturated mean structure)

had worse model fit and more biased parameter estimates than the typical parameterization of the LCM-SR.

Performance of the RI-CLPM deteriorated as slope variance increased. Autoregressive effects were particularly

biased, with an average relative bias of 132% when the slope variance was large. These findings highlight the

importance of the mean structure in models of co-development and suggest using a model with a restricted

mean structure if a trend is expected.
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Longitudinal count data posits unique challenges for applies researchers to choose appropriate models and pro-

vide correct interpretations. This study compares Generalized Linear Mixed Models (GLMM) and Generalized

Estimating Equations (GEE) in analyzing longitudinal count data, which provides conditional (subject-specific)

and marginal (population-average) estimates, respectively. Using data from the National Longitudinal Survey

of Youth (NLSY97), we fitted GLMM and GEE models to examine the trend and sex differences regarding the

number of drinks consumed. For GLMMs, a negative binomial model with piece-wise age effects and cross-

level interactions demonstrated optimal fit, while for GEEs, a Poisson model with piece-wise age effects and

AR(1) correlation structure performed best. Findings from both models underscored similar and significant

trend change in drinking behavior, with a critical turning point at age 18, and confirm that gender significantly

influences drinking patterns. The similarities and differences in the results between GLMMs and GEEs were

graphically illustrated and discussed. These findings provide practical guidance for researchers in selecting

appropriate analytical approaches for longitudinal count data based on their inferential goals.
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Traditional psychometric methods, such as exploratory factor analysis (EFA), are widely used in social and be-

havioral sciences to identify the underlying relationships among a set of observed variables by grouping them

into a smaller number of latent factors. These methods, assuming linear models, often rely on assumptions

of linearity and simple dependence that may not adequately reflect the complexity of trait interdependencies.

Probabilistic modeling approaches provide new tools to explore latent structures. Among these, Bayesian Net-

work Analysis (BNA), a probabilistic graphical modeling approach, stands out for its ability to model conditional

relationships and capture probabilistic dependencies among items. In this study, we propose an innovative ap-

proach to uncovering the underlying latent structure by employing BNA. Unlike linear models, BNA constructs a

network where nodes represent variables and edges denote probabilistic influences, offering a dynamic frame-

work for understanding how observed variables interact (Litvinenko et al., 2017). To illustrate this approach,

we conduct a real data analysis by applying BNA to the Big Five Inventory-2 (BFI-2). Specifically, we reclassify

the 60 items of the BFI-2, utilizing algorithms like hill-climbing and Louvain to explore item groupings. We

further evaluate the resulting structures against metrics like Purity and Adjusted Rand Index (ARI) to assess

their alignment with the BFI-2’s theoretical framework. Findings highlight BNA’s potential to complement tra-

ditional methods, providing deeper insights into the BFI-2’s structure, while addressing limitations of linear

models. This study contributes to advancing psychometric methodologies and highlights the value of proba-

bilistic approaches in personality assessment.
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Diagnostic Classification Models (DCMs) offer a structured approach to assessing latent cognitive attributes, but

their estimation procedures are prone to boundary problems, where slipping and guessing parameters con-

verge to extreme values, reducing classification accuracy. This study evaluates the performance of Posterior

Mode Estimation (PME), Collapsed Gibbs Sampling (CGS), and Joint Maximum Likelihood Estimation (JMLE) in

addressing these challenges through a systematic Monte Carlo simulation. By varying sample sizes, attribute di-

mensions, item numbers, and item quality (slipping and guessing parameters), the study examines classification

accuracy and boundary problem occurrence rates across different estimation methods. The findings indicate

in many conditions JMLE achieves the highest classification accuracy while maintaining the lowest boundary

problem occurrence rate. However, its performance declines in cases of high Q-matrix complexity, suggesting

limitations when the number of measured attributes exceeds available item information. In most simulation

conditions, the computation efficiency (CE) of JMLE is worse than CGS and PME. Its boundary problem occur-

rence rate (BPOR) is better than PME. When item quality is sufficient, CGS can effectively mitigate boundary

problems and outperforms JMLE in classification accuracy. Additionally, CGS exhibits greater robustness un-

der extreme noise conditions, maintaining higher classification accuracy than PME and JMLE when slipping and

guessing values are set at 0.6. These findings provide insights into the trade-offs between Bayesian estimation

methods and frequentists methods in DCMs, show the strengths and limitations of each method in optimizing

classification accuracy and parameter stability.
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Worldviews nowadays are widespread attitudes ranging from brand communities (e.g., Apple, Tesla) over

health-related concerns (e.g., COVID-19 vaccination) to security beliefs (e.g., Windows and Viruses). Yet, their

measurement is complex and hence sparsely investigated. This research examines consumer worldviews,

which are formed reflectively via three hierarchical levels of multi-dimensional consumption context-specific

attitudes towards products, brands and environmental influences. We apply repeated measures nested in two-

group SEM, weighted by attitude strengths and higher-order measurement models for the example of brand-,

product- and privacy-related sub-worldviews regarding smartphone operating systems (Apple and iOS, Google

and Android). We demonstrate that this reliable (ωpre = .75, ωpost = .82) and validated worldview works as a

mediator between reactance and decision variables like trust and word-of mouth. Further, we reveal that this

worldview helps to explain a (reversed) boomerang effect manipulating valence in a mixed-design experiment.
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Higher education institutions increasingly offer online courses, yet real-time measurement of student engage-

ment remains a methodological challenge. Traditional self-report measures provide subjective and static assess-

ments, limiting their utility in capturing engagement dynamics. This study proposes a modeling framework to

analyze engagement trajectories in online learning environments. A Deep Neural Network (DNN) was trained

on the Dataset for Affective States in E-Environments (DAiSEE), which includes over 10,000 expert-annotated

video clips. Engagement was classified into four discrete levels—very low, low, high, and very high—based on

facial features, eye gaze, and head movement. Model generalizability was assessed through a lab-based exper-

iment, where students viewed online lectures, completed quizzes, and provided self-reported engagement rat-

ings. Given the non-linearity and temporal dependence of engagement processes, a Generalized Additive Model

(GAM) was implemented to estimate individual engagement trajectories. The model incorporated time-varying

predictors, self-reports, and quiz performance while adjusting for classification uncertainty in the DNN-derived

engagement labels. The GAM framework was selected due to its capacity to accommodate smooth functions,

providing flexibility in modeling engagement trends without restrictive parametric assumptions. This study in-

tegrates machine learning and statistical modeling to refine engagement measurement in online education. The

proposed approach addresses construct-irrelevant variance in classification outputs and enhances the validity

of engagement estimation in digital learning environments.
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Recent advancements in Artificial Intelligence (AI), particularly through Large Language Models (LLMs), offer a

faster, more scalable, and cost-effective approach to developing psychological scales. However, research on us-

ing LLMs for generating items for these scales is still limited. Our study aims to address this gap by focusing on

three psychological constructs: global self-esteem, mindfulness, and cognitive fluency. We manipulated three

independent variables (IVs) for the prompts: types of LLMs, simplicity, and creativity. The LLMs included Chat-

GPT, Gemini, and DeepSeek. For “simplicity,” we tested: 1) a very-simple condition with a one-sentence prompt;

2) a simple condition with 2-3 sentences describing the construct and item-writing guidelines; 3) a detailed con-

dition with comprehensive paragraphs on the construct and item-writing guidelines. The “creativity” IV had

two levels: 1) no mention of creativity; 2) a prompt requesting creativity. Preliminary analyses show that the

“creativity” IV significantly impacts item generation. For instance, in the self-esteem construct, items from the

very-simple and non-creative condition differed notably from those in the simple-creative condition. ChatGPT,

in the simple-noncreative setting, produced items similar to the Rosenberg Self-Esteem Scale (RSES), while in

the simple-creative condition, items diverged to blend self-esteem with resilience constructs. The type of LLM

used also had a significant effect. For example, Gemini’s simple-creative condition included more elements of

self-compassion compared to ChatGPT. We plan to validate these LLM-generated items through real-world data

collection and by examining their factor structure, reliability, and validity.
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Cognitive diagnostic modeling (CDM) is a valuable approach that allows assessments to provide rich diagnostic

information to inform instruction and learning. A crucial step in this process is identifying the specific skills

(or attributes) required for each test item, a process known as Q-matrix construction. However, developing a

Q-matrix—particularly for an existing assessment—can be challenging, as the cognitive processes involved in

responding to test items are often not fully understood. For instance, Li and Suen (2013) constructed an initial Q-

matrix for a reading comprehension test by synthesizing evidence from relevant literature, consulting content

experts, and analyzing students’ think-aloud protocols and then validated it with empirical data. This process

was both time-intensive and complex.

Recent research has demonstrated the potential of AI in educational measurement. The purpose of this study

is to explore the application of AI in Q-matrix development and validation. Specifically, we will compare the

performance and capabilities of various AI tools —such as ChatGPT, OpenAI API, LLaMA, and DeepSeek—in

generating Q-matrices for a reading comprehension test. The AI-generated Q-matrices will be compared to the

final Q-matrix constructed by Li and Suen (2013). Using AI for this purpose has the potential to streamline the

Q-matrix construction process, facilitating the use of CDMs to provide detailed diagnostic insights into student

test performance.
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Biclustering is a method that simultaneously clusters data in both row and column directions. Shojima (2022)

applied this method to test data, proposing a way to classify both examinees and test items simultaneously and

further extended it to rankclustering which arranges subject classes by achievement levels. This study extends

these models to polytomous response data. Specifically, we adapted it to nominal scale data by changing the

Bernoulli distribution in the original model to a categorical distribution and the beta prior distribution to a

Dirichlet distribution. Psychological scales, typically using 5-7 point Likert scales, are commonly standardized

through factor analysis. However, it is often overlooked that factor analysis is a model assuming latent variables

and merely extracts common dimensions from the item response space. This can lead to inappropriate inter-

pretations suggesting the existence of psychological entities within the human mind. In contrast, our proposed

method classifies based on response pattern similarities, allowing classification of subjects and items without

referring to item response mechanisms, making interpretation straightforward and empirically grounded. Fur-

thermore, we implemented these models in R and developed an analysis package with visualization functions

that help researchers interpret the results. This enables researchers to easily apply biclustering to polytomous

response data and gain insights into the structure of psychological scales. Future work will explore extensions

to ordinal scale data, which will further enhance the applicability of this approach.
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Much of the research in differential functioning both at the test (DTF) and item (DIF) level has focused on model

accuracy in large samples. This is because most latent variable modeling applications require large sample

sizes for stable parameter estimates. However, in practical applications, small sample sizes and disparate group

sample sizes are common data conditions. One testing procedure identified for DIF in small sample conditions is

to compare the results of a likelihood ratio test and a logistic regression (Lai et al. 2005; Belzak, 2019). However,

these studies didn’t investigate the behavior of DTF models under these same conditions. The recommended

testing procedure is to first test DIF, then test DTF. If no DTF is found, it could be because the DIF is not severe

enough to impact test functioning, or because there is balanced DIF within the items. In this simulation study,

we investigate testing procedures for DIF and DTF in both small and disparate sample sizes varying several

key data conditions including sample size and sample size ratios, ratio of DIF, underlying ability mean and

variance, balanced and unbalanced DIF, and uniform and nonuniform DIF. We will compare the performance

of DTF testing procedures including signed/unsigned DTF tests and SIBTEST. Specifically, we are interested in

providing guidelines for testing DTF based on DIF results from the outlined testing procedures in small and

disparate group sample size conditions. Initial simulation results indicate a higher Type II error rate in DTF

when sample sizes fall below 100.
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Meta-analytic structural equation modeling (MASEM) and meta-analytic gaussian network aggregation

(MAGNA) are powerful methods for synthesizing results across multiple studies. In our experience varia-

tions in software implementations—such as differences in data pooling, optimization routines, and fit index

calculations—have made direct comparisons between factor and network models, hence model selection, chal-

lenging. In this study, the aim is to enhance model selection by integrating both approaches within a unified

framework using the R package OpenMx. Next, we aim to evaluate the performance of fit indices—such as the

chi-square test of exact fit, RMSEA, TLI, CFI, AIC and BIC—through a simulation study with saturated, factor,

and network data-generating models. We test if the fit indices correctly identify the underlying data-generating

model under each condition. If so, the approach taken makes direct model comparisons possible, supporting

better informed decisions in meta-analysis, ultimately enhancing the rigor of meta-analytic research.
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Measurement invariance is a prerequisite for making valid comparisons of observed scores across groups or

pooling such data from different groups together. Using the alignment method, researchers can obtain com-

parable scores even when invariance does not hold for some items. However, this method assumes that the

baseline model is correctly specified and the same across groups, also referred to as configural invariance. For

many scales, this assumption is not met. While Asparouhov and Muthen (2014) advise researchers to modify

the configural model until they achieve acceptable fit, it is unclear what constitutes ‘acceptable’. This is impor-

tant to understand, as iterative model modification is challenging, especially with many groups, and often does

not result in a correct model. However, in addition to different amounts, configural invariance can be violated

in different ways, representing conceptually distinct patterns in the data and presenting practical challenges.

Using Monte Carlo simulation, we examine the implications of different types (e.g., crossloadings, correlated

residuals) and amounts of configural non-invariance for the performance of alignment optimization. To oper-

ationalize amount of configural non-invariance comparably across non-invariance sources, we use the mean

absolute discrepancy between the data generation correlation matrices of the reference and focal groups. We

report bias and coverage for estimation of group factor means and variances, and item loadings and intercepts,

as well as power and Type I error for the detection of DIF. We provide advice to researchers on how to identify

problematic violations of configural invariance for alignment optimization.
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Methodological studies of self-report rating scale data in psychological assessments frequently identify a dimen-

sional distinction between ratings of the presence of symptoms versus the severity of symptoms. We consider

both sequential (hurdle) models and a multidimensional nominal response model to illustrate the potential for

item difficulty/dimensionality correlations to manifest as rating scale (presence/severity) multidimensionality.

We use both simulations and an empirical dataset measuring symptoms of nicotine withdrawal to demonstrate

the potential to distinguish these causes of multidimensionality.
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cognitive signatures—unique and consistent patterns of cognitive processing—provide a valuable framework

for analyzing individual differences in problem-solving strategies. this study investigates cognitive signatures

in the context of spatial problem solving by examining response time (RT) dynamics, strategy flexibility, and ac-

curacy. specifically, it examines whether cognitive strategy processes remain consistent across tasks or change

depending on item complexity and total time commitment. response time slopes and variability were calculated

for each participant to determine cognitive signatures. Shannon entropy (H), which measures the predictability

of RT distributions, was used to estimate strategy flexibility. the entropy of a variable is defined as the “amount

of information” it holds (Vajapeyam, 2014). it is based on a sequence that results in some uncertainty (Chen,

2016). despite large entropy differences among clusters (F(9,72) = 9.057, p <.001), entropy was not a strong pre-

dictor of accuracy (r = 0.004, p =.768), implying that higher flexibility does not always translate to superior per-

formance and that certain task may require stability rather than flexibility for maximum performance. instead,

analysis of overall task time revealed that moderated processing (as assessed by total time) was connected to im-

proved accuracy, whereas exceptionally fast or slow response times suggested ineffective techniques. however,

task design appears to alter cognitive approach tendencies. these findings emphasize the potential of cognitive

signatures in psychometric modeling, adaptive testing and learning, and real-time cognitive assessment, paving

the path for more personalized testing and training interventions.
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Latent Profile Analysis (LPA) is a statistical method used to identify latent subgroups within heterogeneous

populations based on observable continuous variables. Unlike other classification techniques, LPA allows for

the identification of homogeneous groups of individuals without requiring predefined thresholds, thereby im-

proving the understanding of interindividual variability. In the medical field, LPA has been widely applied to

analyze symptom patterns and psychophysical well-being, offering a more detailed representation of patient

variability.

In the context of COVID-19, LPA proves particularly useful for examining the physical and mental health con-

ditions of patients. This study analyses a sample of 601 individuals who were hospitalized for COVID-19 at the

Molinette Hospital in Turin, Italy, using data on quality of life and physical and mental health collected in the

post-discharge period. The aim is to identify latent profiles based on health indicators such as quality of life,

anxiety, depression, stress, sleep quality, and fatigue. Identifying distinct subgroups based on physical and

psychological characteristics will allow for the assessment of the extent to which disease severity influences

membership in specific latent profiles. Furthermore, this study seeks to identify clinical variables contributing

to this classification to optimize targeted therapeutic interventions based on patients’ profile membership.
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The study examines cognitive strategies during problem-solving using the Tower of London (TOL-BR) task. A

sample of 647 participants aged between 12 and 29 years completed a computerized ToL test, which required

arranging colored spheres on pegs to match a target configuration with the fewest moves possible. Longest

Common Subsequence (LCS) method, a sequence mining technique, was applied to compare each participant’s

sequence of moves with an optimal solution. Two main metrics were derived: similarity (the degree of match

with the optimal sequence) and efficiency (the number of extra moves made beyond the minimum required).

Results revealed some age-related differences. Young adults (18–24 and 25–29 years) consistently showed higher

similarity and efficiency scores compared to teenagers (12–17 years), particularly on more challenging items,

like item 11. Statistical analyses, including non-parametric tests and Bayesian ANOVA, confirmed these devel-

opmental differences, indicating a clear improvement in planning strategies with age. In contrast, differences

between male and female participants were minimal, with only a slight efficiency disadvantage observed in

males for one item. Overall, the findings highlight the effectiveness of sequence mining in uncovering subtle

cognitive processes and emphasize that executive function assessments, particularly those measuring planning

and problem-solving, should account for age-related variability,
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Metacognitive calibration—the ability to align confidence with accuracy (Andrade, 2019; Stone, 2000)—is a key

factor in STEM learning, particularly in biological modeling (Tanner, 2012). Understanding how students mon-

itor their reasoning during model evaluation tasks can inform instructional strategies that enhance learning

outcomes (Dauer et al., 2024, Schraw & Dennison, 1994; Tobias & Everson, 2009). The purpose of this study is to

describe the development and validation of a 17-item Biology Metacognitive Scale (BMS) that assesses students’

metacognitive calibration on biology model evaluation tasks. Each item on the BMS displayed a biological model

(e.g., carbon cycle) and asked students to determine whether an error existed while also rating their confidence.

Metacognitive calibration for an item was determined based on the alignment between task accuracy and con-

fidence ratings. Fifty undergraduate life sciences students participated in this study and completed the BMS

while undergoing fMRI scanning. The psychometric properties of this scale were assessed through Rasch mea-

surement theory. Exploratory factor analysis supported a unidimensional structure and the variance explained

the Rasch model exceeded 20% (Reckase, 1979). Analyses also showed that moderate internal consistency with

acceptable infit and outfit mean-squared statistics (0.87 to 1.25). Additionally, results demonstrated that stu-

dents with higher metacognitive calibration also had higher performance on the biological model task (r = .88).

Results from this study suggest the BMS could serve as an effective tool for assessing and improving metacogni-

tive calibration in STEM education, with potential applications for developing targeted interventions to enhance

student learning and reasoning.
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Testing for Differential Item Functioning (DIF) is an important step in the analysis of multi-item measurements.

Traditionally, DIF has been investigated using a categorical grouping variable, which can be either dichotomous

(e.g., gender, where groups are male and female) or polytomous (e.g., education level, with multiple categories

such as high school, undergraduate, and graduate). This approach works well in many situations, but there are

circumstances where the variable of interest is continuous, such as age or income. In such cases, treating the

variable as categorical by arbitrarily dividing it into discrete groups may lead to a significant loss of valuable

information and potentially obscure complex relationships within the data.

We propose the use of varying coefficient models to better handle the continuity of covariates in DIF detec-

tion. These models allow the effect of the covariate to vary smoothly, capturing more intricate patterns that

simpler methods may overlook. To demonstrate their effectiveness, we compare several model forms through

a comprehensive simulation study. The simplest model is a direct extension of the logistic regression model,

commonly used for DIF detection with dichotomous grouping variables.

We compare the models in terms of their accuracy while also considering computational challenges, inter-

pretability, and the identifiability issues that arise in more complex models.
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Accurately modelling item responses is a key objective in psychometrics. Generalized linear and nonlinear

models provide a useful framework for this task. However, traditional logistic regression is highly sensitive to

outliers, which can strongly influence parameter estimates and compromise assessment validity. These out-

liers often arise due to measurement errors, misclassifications, or aberrant responses. To address this issue, we

explore robust logistic regression using M-estimators within the generalized linear model framework. This ap-

proach incorporates robust weighting functions to reduce the influence of extreme values in both the response

and predictor spaces. Our simulation study demonstrates that while classical logistic regression is heavily af-

fected by misclassified outliers, robust logistic regression remains stable and provides more reliable estimates.

This method presents a practical alternative to traditional item response modeling approaches, effectively mit-

igating the impact of anomalies without introducing additional item parameters.
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Factor analysis, widely used in psychological measurement, often assumes a reflective model where observed

variables manifest underlying latent constructs. However, standard factor analytic procedures often violate key

reflectivity assumptions due to item selection biases, imposing range restrictions on factor loadings. This study

demonstrates how these restrictions inflate factor variance estimates, distort latent correlations, and bias fit in-

dices, challenging the assumption that psychometric models provide unbiased representations of psychological

constructs.

A critical issue arises from the conflation of psychological constructs with latent variables. While constructs

are theoretical entities, latent variables are statistical abstractions. This conflation leads to misinterpretations

of factor analytic results, potentially undermining construct validity.

Through theoretical derivation and Monte Carlo simulations, we show that selecting items based on observed

loadings alters the empirical distribution of factor loadings, leading to overestimation of factor strength and

underestimation of error variance. This bias propagates into structural analyses, affecting latent correlations

and goodness-of-fit statistics.

We propose a novel correction method adjusting for the distributional distortion of factor loadings, preserving

the reflective measurement model’s properties. Our approach is compared with existing corrections across

various sample sizes and item selection criteria.

This research bridges psychometrics and psychological reality, addressing the gap between latent variable mod-

eling and the complex nature of psychological constructs. Our findings have significant implications for con-

struct validity and the interpretation of factor analytic results in psychological research, contributing to more

faithful representations of psychological phenomena in measurement practices.
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Introduction
Network analysis shows that depression measures may function differently across populations. Hawai‘i farm-

ers, a high-risk, underserved group with the 4th highest depression and suicide rates nationally (CDC, 2021),

may experience depression uniquely due to cultural factors like respect, responsibility, and endurance. This

study hypothesizes that the PHQ-9 depression network and central symptoms among Hawai‘i farmers differ

from mainland populations.

Methods
A cross-sectional survey collected PHQ-9 responses from 375 Hawai‘i farmers; 144 with mild to severe depres-

sive symptoms were included in the network analysis. A Gaussian Graphical Model, based on a Spearman

correlation matrix, was used to estimate the depressive symptom network in RStudio. Model stability and ac-

curacy were assessed via nonparametric bootstrapping. ROC analysis compared the sensitivity and specificity

of a new PHQ-2 (guilt & fatigue items) against existing PHQ-2 versions. AUC and Gini index values assessed the

new PHQ-2’s accuracy.

Results
The analysis identified three symptom clusters: Guilt-Mood-Anhedonia, Sleep-Fatigue-Appetite, and Suicide-

Motor-Focus, with stronger associations within clusters than between them. Guilt and fatigue emerged as cen-

tral symptoms, showing the highest values across strength, closeness, betweenness, and expected influence

indices. The new PHQ-2 version (guilt & fatigue) demonstrated good criterion validity (AUC = 0.883) and accept-

able reliability (Cronbach’s alpha = 0.632).

Discussion
Guilt and fatigue were key symptoms of depression in Hawai‘i farmers, reflecting cultural influences. The new

PHQ-2 offers a practical screening tool with potential applications for other underserved populations. These

findings demonstrate the utility of network analysis in designing culturally tailored mental health interventions.
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Cognitive Diagnostic Models (CDMs) have garnered growing attention in language assessments due to their po-

tential to identify learners’ specific strengths and weaknesses in specific skills. Despite the increasing number of

studies on CDMs, they often differ substantively in terms of model selection, model fit evaluation, and reliability

and validity investigations. In addition to the existing literature reviews of CDMs in language assessments (e.g.,

Lee & Sawaki, 2009; Mei & Chen, 2022), which identified certain limitations, our work provides more detailed

information regarding the psychometric properties of CDMs, such as model selection and validity arguments,

which require further investigation. This review included 56 articles, revealing that 78.57% retrofitted CDMs to

existing tests, while only 5.36% created new assessments. Additionally, 51.79% of studies employed pre-selected

CDMs, with the Fusion Model being the most popular among these, followed by G-DINA and LCDM. This review

also examines detailed information such as sample size, item characteristics, model selection, attribute specifi-

cation, or the detailed procedure for constructing Q-matrices. This study contributes to research on language

assessment by providing an overview of CDM usages and revealing areas where current practices may be lack-

ing. Applying CDMs is a complex process that requires extensive knowledge of both statistics and psychomet-

rics (Javidanmehr & Anani Sarab, 2017). Evaluating examinees’ language skills from the perspectives of both

language assessment and psychometrics can enhance the accuracy and effectiveness of diagnosing language

proficiency. Further details are provided in the full paper.
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Russell’s circumplex model explains emotional structure using valence and arousal dimensions, with emotions

distributed circularly. While this model is widely referenced in psychological research, computational ap-

proaches typically rely on unidimensional scales. This study aims to test Russell’s model using large language

corpora through latent semantic scaling (LSS), addressing the gap between theoretical emotional structures and

their manifestation in large-scale linguistic data. LSS calculates polarity values (i.e., numeric scores indicating

the position of words along bipolar dimensions such as positive-negative or arousal-sleepiness) based on the co-

sine similarity between seed words and target words, offering interpretability through theoretically informed

seed selection. We extended this approach by independently applying unidimensional scaling twice—once for

valence and once for arousal dimensions—by selecting specific seed words for each dimension, calculating sim-

ilarity scores using pre-trained language models, and mapping emotion terms onto a two-dimensional space.

Results show that while some emotion terms aligned with the circular arrangement predicted by Russell’s model,

the overall distribution differed from the circular pattern, particularly along the arousal dimension where emo-

tion terms showed a limited distributional range. This finding suggests that appropriate seed word selection

might potentially help acquire emotion structures similar to the circumplex model from language corpora. Fu-

ture research should focus on developing inherently multidimensional extensions of LSS, rather than applying

unidimensional scaling twice as in our current approach. Furthermore, it will be important to compare the

structure of emotion words across different languages and cultural backgrounds, as well as to optimize seed

word selection.
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This study explores the use of the Latent Space Item Response Model (LSIRM) to analyze Objective Structured

Clinical Examinations (OSCEs). It aims to improve score reporting by identifying examinees’ strengths and

weaknesses. OSCEs are key for evaluating clinical skills and knowledge, and providing diagnostic score reports

is essential for guiding remedial efforts, particularly for candidates who fail. The LSIRM represents the in-

teractions between examinees and test items in a low-dimensional latent space, with distances between them

revealing insights into their performance.

The study applied LSIRM to an OSCE exam for chiropractic case management, consisting of 10 stations with 20

items. Using Bayesian estimation, the study analyzed data from 902 examinees, applying the MCMC algorithm.

The results showed item easiness parameters, with some items being easier than others. They also displayed

clustering of items from the same station in latent space. This clustering indicated a testlet effect, where items

from the same scenario were more closely related.

An interaction map visualized the positions of both items and examinees in latent space, highlighting the

relationship between examinee ability and item difficulty. Examinees closer to certain items performed

better, while those farther away struggled. Additionally, individual examinee score profiles were created,

showing probabilities of correct responses with a focus on the shorter distance component, indicating areas

for remedial efforts.

The study demonstrates that LSIRM and interaction maps can enhance OSCE score reports. By identifying spe-

cific areas of strength and weakness, they can provide more detailed insights into examinees’ medical compe-

tence.
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Creativity is broadly recognized as a cornerstone of human innovation and development and is widely studied

within sub-fields of psychology. Despite broad relevance, defining and measuring creativity remains a chal-

lenge, in part because creativity has historically been described as something both “novel and useful” (Guil-

ford, 1950), with some scholars advocating that creativity also involves “surprise” (Boden, 2004; Simonton, 2018;

Thaygaurd, 2012; Tsao et al., 2019). Recently, a universal definition of creativity has been proposed as “a mul-

tiplicative function of originality, utility, and surprise” (Simonton, 2023). Despite past work done to theorize

and measure creativity, the literature is littered with creativity scales that measure distinct concepts. We re-

port an in-progress systematic review of meta-analyses and review articles relevant to creativity measurement

(published after 2010) that examine how creativity is defined and measured, with particular attention to the 4P

model: Person, Process, Product, and Press (Rhodes, 1961). Drawing from an initial pool of N=463 and a final se-

lection of N=36 articles, we cataloged various definitions studies adopted and mapped them to the measurement

instruments used (e.g., divergent thinking tasks, self-report scales, product assessments). Preliminary qualita-

tive results revealed that researchers often invoke broad or multifaceted definitions of creativity but then rely

on measurement tools (often a single divergent thinking task or narrow self-report) that only capture a small

slice of what they define as “creativity”. We will provide an overview of coded articles and discuss ways to

address mismatch between creativity as a concept and its respective measurement tools.
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The increasing role of Artificial intelligence (AI) is reshaping psychometric modeling, yet its accuracy in item

response theory (IRT) parameter estimation remains uncertain. This study compares traditional maximum

likelihood estimation (MLE) using Stata 16.0 with an AI-based (ChatGPT 4o) estimation in Python to analyze

the Dataset for 21st-Century Character Exploratory Factor Analysis in Vocational High School Students (Effiyanti,

2024). The dataset from vocational high school students (N = 340) measures greeting behaviors, conflict resolu-

tion, integrity, academic honesty, adaptability, and information literacy using 18 Likert-scale items. We evalu-

ated the one-parameter logistic model (1PL), two-parameter logistic model (2PL), and three-parameter logistic

model (3PL) and estimated their item difficulty, discrimination, and guessing parameters.

Our results indicate that difficulty estimates in the 1PL model were similar, with Stata estimating Q1 = -1.49

and AI estimating Q1 = -1.14. However, we noticed a slight deviation in the 2PL model estimated discrimination

parameters (Q1: Stata = 0.95; AI = 1.21). In the 3PL model, we observed a notable variation in the guessing

parameter (Q1: Stata = 0.043, AI = 0.323). The Stata analysis produced stable parameter estimates, while the AI

analysis exhibited inconsistencies, particularly in discrimination and guessing parameters.

These findings highlight the strengths and limitations of AI-driven IRT estimation. While AI models can effi-

ciently estimate item parameters, the system should be improved to ensure alignment with traditional MLE-

based methods. We encourage future research to look at ways to refine AI estimation methods especially for

complex IRT models and large-scale educational assessments.
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The NBT tests are national high-stakes tests that assess high school students’ proficiency in Academic Literacy

(AL), Quantitative Literacy (QL), and Mathematics (MAT) domains. These tests help identify students need-

ing academic support, determine appropriate programme placements, and inform curriculum development in

South African higher education. This study explores the classification-related differential item functioning (DIF)

of NBT AL, QL, and MAT test items using logistic regression methods with the R difR package. DIF analysis is

used to detect and address potentially biased test items that may unfairly advantage or disadvantage certain

groups of students, (Zumbo,1999). Effect sizes are calculated using common odds ratios and interpreted on the

ETS Delta scale (negligible, moderate and large) to assess the magnitude of DIF. The analysis was conducted

on three test forms for each domain, with each form written by over 950 test-takers. Classification was based

on self-declared categories: Black, Coloured, White, Indian/Asian, and Other. The results show that no items

were flagged for DIF as the effect sizes were negligible despite significant chi-square values. These findings sug-

gest that the NBT tests do not exhibit substantial classification-related DIF. The results reinforce the fairness and

validity of the tests across self-declared classification groups, affirming their suitability for high-stakes decision-

making in higher education. Further analyses incorporating additional variables, such as province and home

language, will be presented as a quality check process on test items to assess the presence of DIF bias.
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The rise of powerful large language models (LLMs) has led more people to seek counseling advice through

them, though they cannot replace qualified therapists. Researchers have used qualitative analysis to assess

satisfaction with LLM-generated counseling responses and develop specialized LLM agents, but few studies

have quantitatively evaluated their alignment with people’s counseling needs.

In this study, we collected two sets of common couples counseling questions with similar meanings using dif-

ferent prompting strategies and obtained responses from two powerful LLMs, OpenAI o3-mini and Deepseek

R1. Using multiple NLP-based features, we have quantified alignment between LLMs’ responses and people’s

needs and applied statistical tests to examine differences due to model choice and prompting strategies.

Results show that LLMs’ responses closely match people’s phrasing in common counseling questions, effectively

addressing core needs with strong empathy, safety, and appropriate vocabulary diversity. However, they still

fall short in readability and capturing question-related emotions. OpenAI o3-mini outperforms Deepseek R1 in

matching phrasing, core meaning, and vocabulary diversity. Responses to more detailed questions demonstrate

better empathy, alignment with core needs, readability, and vocabulary diversity than those for less detailed

questions. Model choice and prompting strategies also show a significant interaction effect on the alignment

between LLMs’ responses and the core needs of the questions.

In the future, we will refine alignment features and compare more LLMs’ responses to couples counseling ques-

tions, aiming to contribute to the integration of LLMs into psychological counseling.
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This study proposes a regularized regression approach to detect Differential Item Functioning (DIF) in response

time data. DIF in response time is important to examine because response time or reaction time is of primary

interest in certain tests, speed plays an important role in test administration and scoring, and differential cost

in mental effort or cognitive load is relevant to test fairness. We extend the LASSO-based DIF detection method

from item response models to response time data to address several drawbacks of traditional approaches, in-

cluding multiple testing issues and the assumption that non-tested items are DIF-free.

The proposed method uses penalized regression to automatically identify items showing significant group dif-

ferences in response time patterns while accounting for individual working speed. A simulation study with 500

test-takers and 20 items was conducted to evaluate the method’s performance. Results showed that the method

maintains a conservative Type I error rate at approximately 2% and demonstrates increasing power rates as

the difference in time-intensity parameters between focal and reference groups grows larger.

We discuss various approaches for selecting tuning parameters, including cross-validation, Mallows Cp, Ad-

justed R², AIC, and BIC, as well as methods for determining variable importance through visual inspection, re-

sampling methods, and covariance tests. Future work will expand the simulation conditions to include different

group ratios (250/250, 50/450) and test lengths (10 and 30 items), and compare the performance with existing

least square DIF detection methods in both simulation and real data settings.
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Prof. Richard M. Golden (University of Texas at Dallas), Ms. Reyhaneh Hosseinpourkhoshkbari (University of Texas at Dallas)

Existing Pearson Chi-Squared and Likelihood Ratio Goodness-of-Fit (GOF) tests use Cognitive Diagnostic Model

(CDM) GOF statistics whose variance increases exponentially as a function of the number of exam questions

d. The more recently proposed M2 statistic has the advantage that its misspecification test statistic variance

increases only as a quadratic function of the number of exam questions d. Still, the large variance of all of these

misspecification test statistics imply poor statistical power for large d.

In this talk, we extend prior work by Hosseinpourkhoshkbari and Golden (2024) and derive entirely new math-

ematical formulas for seven information matrix misspecification tests. These new specification tests only have

1 or 2 degrees of freedom and are not dependent upon d. In a preliminary simulation study, we estimated the

parameters of a five skill CDM with 15 questions using the Fraction-Subtraction data set. Then we generated 500

simulated data sets from the estimated model where each data set consists of 2000 samples. We then checked

the p-value calculated using our new formulas against a range of significance levels for each simulated data

set. For example, our mathematical theory predicts that about 25 out of the 500 bootstrap data sets would be

incorrectly classified as misspecified for a significance level of 0.05. We found good quantitative agreement

between the theoretically expected p-values and the simulation results for two out of seven of our new misspec-

ification tests. Further work is planned to investigate performance for different numbers of bootstrap data sets

and sample sizes.
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Mr. Robert Chapman (University of Minnesota)

Sir Godfrey Thomson introduced the “Bonds” measurement model in 1916 as an alternative to Spearman’s gen-

eral factor model of intelligence. The Bonds model uses numerous independent random samples to approx-

imate a traditional factor structure. With the growth of high-powered computing, Thomson’s model is now

a researcher-accessible data generating model for quantitative inquiry in psychology. The lack of alternative

data generating models is a problem in quantitative inquiry in psychology, where data is often simulated with

the same model being evaluated. The Bonds model could be used as a neutral data generating model for the

evaluation of model fit or comparative model fit of measurement models.

In this study, data was simulated using the Bonds model across multiple conditions and data generation pa-

rameters, including number of people, number of items, type of items, number of scales, number of bonds, and

proportion of shared and specific variance within and between scales. Factor analysis and unidimensional and

multidimensional Item Response Theory (IRT) models were fit to the data. Dimensions predicted by factor anal-

ysis were compared to true generating Thomson bonds model dimensions for factor and factor-item alignment.

Estimated person and item parameters and domain-item structure were evaluated according to true generating

Thomson Bonds model parameters.

The results evaluate the use of Thomson’s Bonds model as an alternative data generating model in the context

of conducting quantitative inquiry with psychological measurement models. Results highlight the impact of

Bonds model parameters on data generation, IRT model parameter estimation and factor analytic detection of

dimensionality.
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Mr. Robert Anderson (Morgan State University)

The purpose of this study is to examine the benefits of using linear measurement models to analyze the results

of large-scale surveys. While the use of latent trait theory in the analysis of these datasets is growing, this

paper argues much richer analysis of these datasets could be realized if the results were analyzed using linear

measurement models.

Utilizing the 2019 Parent and Family Involvement in Education survey, this study found the Rasch model is an

appropriate tool for analyzing the survey results. The data largely fit the model. Given model fit, the analysis

further analyzed both person and item measures with statistical and graphical techniques to produce an analy-

sis much more informative than the dense tables of numbers used in the official reports. Among other findings,

the results showed patterns of parental involvement in their children’s K-12 education largely consistent among

racial and ethnic lines. The findings also showed higher levels of parental involvement in the public schools

as opposed to various private schools. A somewhat surprising and counter-intuitive finding was parents with

a less than high school education were more involved in their children’s education than were more educated

parents.

The ultimate goal of this research is to encourage more researchers, including those in the survey community,

to consider the use of linear measurement tools in the analysis of these large datasets. The richness of the linear

measurement results make the effort to use these tools worthwhile.
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Objective. Large-scale datasets measuring cognition, like memory, are becoming commonplace using web-

based assessments. The underlying properties of the assessments must be considered to use such data in a

meaningful way at scale. One such property is the convergence of different assessments aiming to measure a

focal construct (i.e., convergent validity; Campbell & Fiske, 1959). Applied to large-scale data, confirmatory fac-

tor analysis for multimethod data can demonstrate which assessments within a memory battery achieve high

convergence and low method-specificity, but few studies have directly evaluated this question using web-based

cognitive assessments. Method. The current study used an open-access web-based dataset of multiple cogni-

tive assessment batteries in the NeuroCognitive Performance Test (Jaffe et al., 2022). Data for N=738,230 adults

(mean age=46.74, SD=16.46, range=18-90) who completed five memory tests (Two Target Search, Forward Mem-

ory Span, Reverse Memory Span, Verbal List Learning, Delayed Verbal List Learning) were used. Two models

were fit to the five memory tests: a model including only a trait-factor, and a model including both trait- and

method-factors (Eid, 2000). The “Memory Span” and “List Learning” method-factors grouped their respective

tests. Results. Results showed that including the method-factors improved model fit (X2=1008.31, df =3, p<.001).

The “List Learning” method-factor showed a high variance proportion of reliable method-specificity (88.78-

95.25%), suggesting that these tests do not share much variability with other tests of memory. Sensitivity and

covariate analyses will be described. Conclusion. Findings show a lack of convergent validity in the memory

tests. Construing these measures as a single “memory” construct may be incorrect.
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Exploratory factor analysis (EFA) is widely used to identify latent structures in observed variables. Neverthe-

less, determining the number of factors remains a methodological challenge, especially when the size of the

exploratory factor analysis model is large (e.g., > 10 items > 5 factors). This study evaluates the performance of

various factor extraction methods under large factor analysis models, including parallel analysis (PA) using the

50th and 95th percentiles, exploratory graph analysis with LASSO and TMFG estimations, sequential χ² model

tests, fit indices (CFI, TLI, RMSEA), and the Kaiser-Guttman criterion. Additionally, we examine the effectiveness

of the very simple structure method with varimax and oblimin rotations, the comparison data approach, the

minimum average partial test, and the Hull method using both the comparative fit index and Cattell’s accelera-

tion factor criteria. The simulation design leads to 432,000 datasets under 432 unique conditions. Specifically,

we manipulated the number of factors (5, 6, and 7), items per factor (5, 10, and 15), sample sizes (100, 200, 500,

800, 1,000, 1,500, 2,000, and 4,000), inter-factor correlations (.30, .50, and .70), and factor loadings (.40 and .70).

Findings provide empirical guidance on selecting robust factor extraction techniques in complex data settings

with large models in psychological assessments and offer recommendations for researchers applying EFA to

high-dimensional measures.
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Prof. Ruth Childs (University of Toronto), Dr. Amanda Brijmohan (University of Toronto), Dr. Ryan Hargraves (University of

Toronto)

Dual scaling is a flexible and powerful approach to modelling categorical data that was developed by Shizuhiko

Nishisato. Drawing from four research studies, we illustrate how combining dual scaling analyses of ratings

with interview data can help us understand rater cognition. The studies investigated: (1) why university fac-

ulty disagree when rating applicants’ essays, (2) how types of evidence are valued by school leaders, (3) what

university students consider when they rate peers’ performance on written tasks, and (4) what characteristics

university faculty leaders consider when forming admission committees. We discuss the insights on rater dif-

ferences gained from this approach when combined with qualitative data.
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Mr. Ryan Lerch (University of California, Los Angeles)

This project explores a bivariate scoring prior that is suitable in cases of non-normality as a result of censoring.

Growth projections are often an important concern when handling English language assessments. To this end,

Hansen & Monroe (2018) demonstrated how Thissen’s (2011) calibrated projection method can be used to link

adjacent grades using multidimensional IRT, even in the absence of a traditional vertical scale. Hansen & Mon-

roe (2018) used a bivariate normal scoring prior for the two grades, which did not represent the true structure

of their language assessment data. Given that the most proficient students from one year are not subject to

assessment in subsequent years, the population of test-takers across two grades ought to be right-censored in

the upper grade.

The current study overcomes this limitation by using a multivariate Gaussian copula (Nelsen, 2006) to construct

a censored bivariate distribution with the five necessary parameters (two means, two variances, and one co-

variance). Through simulation and real data from a large-scale language assessment, this work explores the

improvements in accuracy and precision obtained by using the copula-generated censored bivariate scoring

prior as opposed to assuming bivariate normality. Specifically, we explore population mean, variance, and

covariance estimates for the projected grade, as well as standard errors of measurement. Thus, the intent of

this method remains consistent with the intent of a traditional vertical scale: Growth between grades at the

population level is of primary concern, as opposed to growth at the individual level.
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Dr. Sanford Student (University of Delaware)

Vertical scales are intended to establish a common metric for scores on test forms targeting different levels of

development in a specified domain. They are often constructed using common item, nonequivalent group de-

signs that implicitly rely on the linking items being effectively free from differential item functioning (DIF) or

the DIF being symmetric to produce unbiased linking constants. Moderated Nonlinear Factor Analysis (MNLFA)

is a measurement model that can be used to understand both the presence of DIF among vertical scale common

items and the extent to which the presence of DIF may bias grade-to-grade score distributions. Specifically, this

study considers two approaches to MNLFA with empirical anchor item identification to investigate grade-wise

DIF in the vertical scaling context. The approaches considered are penalized maximum likelihood (i.e., regular-

ized) estimation of MNLFA (Belzak and Bauer, 2024) and DIF detection based on robust statistics (Halpin, 2024).

The performance and affordances of both approaches are explored. Simulation and real data applications show

how models that do and do not account for DIF in vertical scale common items can produce very different an-

swers to the fundamental question of how much students grow from one grade to the next, but that when DIF is

not present, MNLFA provides effectively identical growth estimates to traditional concurrent and characteristic

curve approaches to vertical linking.
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Procrastination, a prevalent self-regulatory failure, affects 20% of adults and 70-95% of students, leading to

stress, reduced academic success, and psychological distress (Steel, 2007; Ellis & Knaus, 1977). Tradition-

ally viewed as irrational delay with adverse outcomes (Klingsieck, 2013), it encompasses passive (traditional)

and active (rational, time-pressured) forms (Chu & Choi, 2005). Existing models—psychoanalytic (death anx-

iety), rational-emotional (perfectionism, guilt), and motivational (task avoidance)—highlight diverse causes,

while factor analyses identify predictors like fear of failure and task aversiveness (Solomon & Rothblum, 1984;

Steel, 2007). Coping strategies range from problem-focused (e.g., goal-setting) to emotion-focused (e.g., self-

forgiveness) (Folkman & Lazarus, 1980). Despite extensive research, these factors lack a coherent, dynamic

framework. This study applies network analysis to the Irrational Procrastination Scale (IPS; Steel, 2002) with

414 students, who completed the IPS for personalized feedback. By modeling procrastination as a network of

interacting items (e.g., delay, excuses), we aim to uncover dynamic relationships among task-related (e.g., self-

efficacy, aversiveness) and personality-related (e.g., impulsiveness, fear of failure) factors. Preliminary findings

suggest central nodes driving procrastination cycles, offering a multidimensional alternative to unidimensional

models. This approach informs tailored interventions—e.g., enhancing self-regulation for passive procrastina-

tors or leveraging time pressure for active ones—potentially improving academic and psychological outcomes.

These insights advance procrastination’s conceptualization and its measurement in psychometric research.

Keywords: procrastination, network analysis, Irrational Procrastination Scale, self-regulation, dynamic model-

ing
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Mr. Shuhei Hanadate (University of Tsukuba), Dr. Kazuhiro Yamaguchi (University of Tsukuba)

This study presents a simulation-based sensitivity analysis for sample size planning in extended Rasch models,

treating them as generalized linear mixed models (GLMMs). The research addresses the challenge of deter-

mining an appropriate sample size for reliable parameter estimation and sufficient statistical power in psycho-

metric modeling. Existing analytical solutions are limited, making simulation-based power analysis a practical

alternative.

Using the R packages lme4 and mixedpower, we conducted sensitivity analyses on four Rasch family models:

the Rasch model (RM), the linear logistic test model (LLTM), the rating scale model (RSM), and the linear rating

scale model (LRSM). We examined how sample size, item difficulty, discrimination, and item-design matrices

affect power estimates. Our results show that while increasing sample size improves power, model complexity

and item-design matrices also play a significant role. LLTM and LRSM, which incorporate item-design matrices,

exhibit higher power under complex specifications.

Replication of eRm functions using lme4::glmer demonstrated comparable coefficients estimates, highlighting

the feasibility of using widely available R packages for power analysis. However, this approach faces challenges

related to computational costs, data dependency, and the inability to apply to partial credit models. We discuss

potential solutions, including surrogate modeling and sequential analysis, to improve efficiency.

This study provides insights into sample size determination for extended Rasch models and offers a practical

framework for researchers conducting power analyses in psychometric studies. Future research should explore

power estimation for more complex item response models, such as the linear partial credit model.
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In psychology research, confirmatory factor analysis (CFA) models such as bifactor model (BFM), higher-order

model (HFM), and correlated factors model (CFM) are popular models for multidimensional data with several

correlated domains. However, it is not always easy to differentiate between these models. Simulation studies

have found that BFM tends to fit better by traditional model fit indices (e.g., CFI, TLI, RMSEA, SRMR). Although

BFMs fit well, review studies found that they tend to produce problematic solutions with irregular loading pat-

terns. Given these properties, methodologists emphasized the importance of examining the interpretability of

loading patterns when evaluating BFMs. However, previous simulation studies mainly focused on model fit,

and not on the interpretability of loading patterns. To fill this research gap, in this study, we explored whether

alternative models (i.e, CFM, HFM) can produce more interpretable solutions when a BFM solution is problem-

atic. In our study, all three models were fit to population covariance matrices conforming to the BFM structure.

We varied three design factors: number of group factors, factor loading sizes, and solution interpretability (i.e.,

presence of negative or very small loadings). We found that when the data-generating BFM structure is inter-

pretable, CFM and HFM also produce interpretable solutions. However, for almost half of the conditions when

the BFM data-generating structure was of low interpretability, CFM and HFM produced more interpretable so-

lutions. We discuss the implications of these results.
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Ms. Siqi Sun (University of Virginia), Dr. Teague Henry (University of Virginia)

Psychological constructs such as mood often fluctuate from day to day, yet traditional item calibration proce-

dures typically rely on cross-sectional data that neglect these within-person variations. This challenge is further

compounded by sampling issues related to individual differences in trait levels. This study examines whether

using cross-sectional data alone underestimates the true variability of dynamic states and thereby compromises

the validity and precision of psychological measures. To address this gap, we apply a multilevel item response

theory (IRT) model that incorporates both person-level and time-level variability. We present a simulation study

employing a multilevel item response theory (IRT) model to examine (a) how ignoring temporal dynamics and

individual differences in trait-level stability biases estimated item parameters, and (b) the required sample size

for intensive longitudinal designs to mitigate such bias. We expect that growing temporal dependencies and

increasing individual differences will amplify bias in both item parameters and factor scores. Ultimately, this

project aims to determine when this bias becomes a problem for accurate measurement of latent constructs

and to clarify under what conditions scales should be recalibrated using intensive longitudinal data.
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Dr. Siyu Wan (American Board of Internal Medicine)

In operational testing, item reuse is necessary, but most organizations strive to prevent the same examinee

from encountering the same item more than once to avoid potential advantages from recall. The literature on

repeated items shows mixed results. Studies in academic and organizational psychology suggest performance

improves with repeated exposure (Hausknecht et al., 2007). However, certification and licensure exam research

indicate that repeated exposure does not always confer an advantage (Boulet et al., 2003; Raymond et al., 2009;

Wood, 2009; Swygert et al., 2010; O’Neil et al., 2015; Fienberg et al., 2015).

This study investigates how item difficulty changes when items are repeated to the same examinees in medi-

cal certification exams. Unlike prior studies, examinees in our study did not retake the exam after an initial

failure but encountered repeated items due to the exam’s longitudinal nature of administration— a format that

is becoming increasingly common in modern assessment designs. Moreover, examinees received the correct

answers and explanations of most repeated items after their initial attempt.

The study explored: (1) Does item difficulty change significantly when items are repeated to the same exami-

nees? (2) Do changes in difficulty depend on the length of time between administrations? We found that item

difficulty significantly decreased when examinees encountered the same items again, regardless of the time be-

tween administrations. These results emphasize the impact of repeated exposure in longitudinal assessments

and support maintaining designs that limit repeated exposure to ensure assessment fairness.
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This study investigates the risk factors influencing both the probability and severity of suicidal ideation among

first-year college students using a zero-inflated model. Data were collected from 957 first-year students at a large

public research university in the Southwestern United States through an 18-item self-report questionnaire as-

sessing suicidal ideation. Additional variables include demographic factors (age, gender, ethnicity, and college

GPA), socioeconomic status (SES), educational aspirations, quality of life, self-esteem, spirituality, career satis-

faction, social support, and major satisfaction. To analyze these factors, zero-inflated Poisson and zero-inflated

negative binomial regression models will be employed, effectively addressing excess zero responses and po-

tential overdispersion in the data. Preliminary expectations suggest that quality of life, self-esteem, and social

support may serve as protective factors against suicidal ideation. The educational significance of this study

lies in its potential to deepen understanding of the mental health challenges faced by university freshmen,

guiding the development of targeted early intervention strategies for at-risk students. Moreover, the findings

could provide empirical evidence to inform university-level prevention and intervention programs, ultimately

strengthening student support policies and enhancing the effectiveness of mental health education initiatives.
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Mediation models have received increasing attention in analyzing intensive longitudinal data(ILD). While these

models offer valuable insights, certain methodological aspects, such as when the independent variable is at the

between-person level and when accounting for autocorrelation in longitudinal data, have received relatively

less attention. This study explores approaches for testing mediation, focusing on cross-classified mediation with

ILD. This study assumes that the mediator explains the relationship between the independent and dependent

variables, where the independent variable is measured at the between-person level, while the mediator and the

dependent variable are measured at the within-person level. Different assumptions were considered regarding

the within-person level b-path, which represents the effect of the mediator on the outcome variable. Specifically,

three models were analyzed. The first model assumes that the b-path is a fixed parameter. The second model

allows the b-path to vary over time while remaining constant across individuals. The third model accounts for

individual differences by allowing the b-path to vary across individuals while remaining constant over time. By

examining these models, this study would contribute to the understanding of various cases about within-person

level coefficients when testing mediation in dynamic mediation models.
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This study selected the Bullying items (BEINGBULLIED, ST038) in PISA2022 and analyzed the bullying victimiza-

tion patterns of 15-year-old students in Singapore, Hong Kong, Macau, Taipei, Japan, and South Korea. Latent

profile analysis (LPA) was conducted on victimization by verbal, physical and relational bullying. This study also

explored the relationship between the different bullying victimization patterns and school atmosphere. Results:

(1) The bullying patterns of 15-year-old students can be divided into four patterns: “high physical victimization

group” (3.5%), “high verbal victimization group” (4.5%), “high bullying involvement group” (10.8%), and “low

victimization group” (81.3%). (2) Different bullying patterns have certain commonality in physical bullying,

verbal bullying, and relational bullying. Except for the “low victimization group”, the “high physical victimiza-

tion group” suffered more severe physical bullying, the “high verbal victimization group” was mainly verbal

bullying, and the “high bullying involvement group” suffered more severe bullying in physical, verbal, and re-

lational bullying. (3) Different bullying patterns showed significant differences in gender, grade and country(or

region). Boys, Hong Kong and Japanese students were more likely to be involved in cross-bullying and bullying

that was mainly physical aggression. (4) Individuals with different patterns of bullying showed heterogeneity

in school atmosphere: students in the low victimization group scored higher in school safety and belong, while

students in the high verbal victimization group and high bullying involvement group scored higher in school

risk. The study provides empirical evidence for school bullying governance in East Asia and recommends the

implement the targeted intervention measures.
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Measurement invariance testing is essential for ensuring that constructs are measured equivalently across

groups. Researchers typically use goodness-of-fit indices and chi-square difference tests to evaluate invariance,

but these methods are known to be sensitive to sample size and group ratio. As the group ratio increases, both

chi-square tests and fit indices tend to suggest better model fit, which may lead to misleading conclusions. Previ-

ous studies have not systematically disentangled total sample size from group ratio. In this study we investigate

the impact of these factors on measurement invariance assessment using Monte Carlo simulations, comparing

power for the chi-square test and RMSEA test of not-close fit, as well as average fit index values under both

invariant and non-invariant conditions.

Additionally, we examine the effectiveness of a subsampling method proposed by Yoon and Lai (2018) as a

potential solution to mitigate the biases of group size imbalance on fit indices. This method involves randomly

subsampling from the larger group to match the smaller group’s size, creating a balanced group ratio to reduce

the bias when invariance does not hold. We compare the subsampling approach to an alternative approach

in which fit index calculations are adjusted for the sample size imbalance. We discuss the implications of our

findings for researchers conducting measurement invariance tests with unbalanced group sizes.
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Ms. Valerie Polad (University of North Carolina at Chapel Hill)

Mediation analysis is widely used to evaluate causal mechanisms, yet the impact of saturated versus restricted

model specifications remains understudied. Saturated models freely estimate all possible paths, while re-

stricted models impose theoretically driven parameter constraints. Despite the flexibility of both regression and

Structural Equation Modeling (SEM) to incorporate restrictions, applied researchers often default to saturated

models—even when theoretical hypotheses do not justify the estimation of all paths. This approach may serve

as a safeguard against bias due to model misspecification but also introduces potential drawbacks, including

reduced statistical efficiency and lower statistical power for detecting specific indirect effects. This study exam-

ines the implications of model specification choices for a common serial mediation structure through a Monte

Carlo simulation, assessing parameter estimation, standard errors, confidence intervals, and statistical power

across varying sample sizes and effect size magnitudes. Preliminary findings suggest that model specification

meaningfully impacts the accuracy and efficiency of indirect effect estimates, underscoring potential tradeoffs

in common analytic practices. Theoretical and practical considerations for aligning model specification with

hypothesized mechanisms are discussed.
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Predictive analytics in educational settings is often concerned with making accurate predictions of a student’s

competence as quickly as possible to enable timely interventions. Traditionally, researchers use graded assess-

ment data when making such predictions. However, metacognitive data–a student’s individual appraisal of

their performance or related aspects–may also help predict student learning outcomes. Using a large sample

from an organic chemistry course at a private midwestern university, this study aims to use both course as-

sessment and metacognitive data to predict students’ final grade in a large, 15-week organic chemistry course

(N = 423) at weeks 4, 6, and 7. Methods include six different classification algorithms each with three different

types of data balancing (ROS, SMOTE, and no balancing). To compare models, we collected accuracy rates and

quadratic weighted kappa metrics (a type of balanced accuracy; QWK) Support Vector Machines, Proportional

Odds, and Ordinal Forest typically showed the best performance of the six tested models. Results indicate that

course data alone was able to predict final course grades with up to 80% accuracy at week 4 (QWK = 0.77), which

increased to 81% by week 7 (QWK = 0.78). However, including metacognitive data as predictors does not appear

to increase performance accuracy or model QWK. This study extends previous research by demonstrating the

possibility of accurate early grade prediction using real classroom data. Although the metacognitive predictors

did not aid in prediction accuracy, they provide diagnostic value for instructors looking to intervene in students

that are predicted to perform poorly.
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Some restrictive education settings (e.g., community school programs, residential treatment facilities, juvenile

justice facilities) have increasingly shifted away from reactive, punitive approaches toward multi-tiered systems

of support to enhance facility climate. Despite this transition, the perspectives of youth—key stakeholders in

these settings—remain less heard. This study uses latent class analysis, a person-centered method, to investigate

how youth perceive their facility climate based on survey data.

The analysis draws on responses from 668 youth across 25 restrictive education settings nationwide and exam-

ines their views on five critical tenets of facility climate: behavioral expectations, acknowledgment, discipline,

safety, and respect. For each tenet, one or two focal survey questions were selected for analysis. Latent class

models ranging from two to five classes were tested. The four-class model is shown to fit data best based on

the bootstrapped chi-squared statistics. These four classes highlight distinct youth perspectives. For instance,

approximately 45% of youth in Class 1 reported clear understanding of expectations, received praise from staff,

and perceived the facility as safe with fair discipline. In contrast, about 20% of youth in another class under-

stood expectations but reported little praise or reinforcement as part of the facility climate. Additional analyses

will be conducted to explore how demographic factors influence class membership. By identifying these dis-

tinct youth perceptions and their association with demographic factors, this study offers deeper insights into

group-level variations in climate efforts and has implications for tailoring interventions to better align with

youth perspectives and improving their overall facility climate.
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Differential item functioning (DIF) refers that examinees with the same ability level perform differently on a

given item due to belonging to different groups, thereby compromising test fairness. Before conducting a DIF

analysis, it is necessary to place the groups on a common scale for comparison. Wang (2004) reviewed methods

for establishing a common scale, and Wang (2008) proposed the DIF-free-then-DIF (DFTD) procedure, which did

not guarantee the selected anchor items were DIF-free. To address this issue, Chen and Hwu (2018) introduced

the dual-scale purification (DSP) procedure, adding a step to detect the anchor items for DIF during the DFTD

procedure. In practice, various anchor strategies were available for researchers. Kopf et al. (2015a) proposed

anchor strategies, such as the mean test statistic threshold (MTT) and mean p-value threshold (MPT), which

could be combined with the DFTD procedure for DIF detection. Their findings indicated that these strategies

generally controlled Type I error rates well and improved statistical power. However, when DIF entirely favored

the reference group and the DIF proportion reached 40%, the first and second-ranked anchor item candidates

were only 80% and 90% likely, respectively, to be truly DIF-free. This limitation increased the risk of including

DIF items in the anchor set, potentially leading to failure in establishing a common scale and inflating Type I

error rates. Therefore, this study aimed to investigate the effectiveness of various anchor strategies combined

with the DSP procedure in DIF detection.
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Multilevel data structures are common in social and behavioral research (Bryk & Raudenbush, 1992). These

structures may be hierarchical, where lower-level units belong to a single higher-level unit, or cross-classified,

where lower-level units belong to multiple higher-level units simultaneously. Hierarchical linear models

(HLMs) address dependencies in hierarchical data, while generalized linear mixed models (GLMMs) handle

dependencies in cross-classified data (CCd).

In applied research, cross-classification is often overlooked, leading to biased variance estimates and standard

errors (Ye & Daniel, 2017). To account for latent structures in cross-classified data, GLMMs have been extended

through two R packages: PLMixed (Jeon & Rockwood, 2019) and galamm (Sørensen, 2024), which implement

profile maximum likelihood and maximum marginal likelihood estimation, respectively. Although these meth-

ods can be applied in confirmatory factor analysis (CFA), model fit evaluation for cross-classified CFA models

remains underexplored.

This study investigates the performance of traditional fit indices and explores appropriate cut-off criteria for

CFA when estimated using PLMixed and galamm. Simulations vary factor loadings (0.3, 0.6, 0.8), model struc-

tures (two factors with 6 or 12 items; one factor with 3 or 6 items), random effect variances (1, 3), and sample

sizes (100, 200, 500, 1000). Results will offer practical guidelines for evaluating model fit in CCREMs with latent

structures, supporting more accurate model specification in applied research.
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Although it has long been known that differential item functioning (DIF) can be caused by multidimension-

ality, and it is the recommended to conduct dimensionality check before DIF evaluation. However, no study

has explored whether the state-of-art dimensionality analysis methods (e.g., parallel analysis, exploratory item

factor analysis) can really detect multidimensionality causing DIF. This study addresses this gap by providing

evidence-based guidelines on when dimensionality checks are effective. We constructed scenarios where the

focal and reference groups have equal ability on the primary dimension (i.e., target construct of interest) but

differ on one or multiple secondary dimensions (benign or nuisance). DIF items loaded on secondary factors

to simulate the impact of multidimensionality. Then we use parallel analysis and model fit indices from ex-

ploratory item factor analysis (IFA) such as AIC and BIC to evaluate (1) whether more than one dimension is

detected and (2) whether the correct number and loading structure can be discovered. Results demonstrate

that IFA can effectively identify one or multiple secondary dimensions. Identification requires at least two

(with equal loadings) or three indicators per factor for the factor to be identified. Additionally, we found that

the number of indicators, sample size, correlation between the latent factors, and proportion of students in the

focal group to those in the reference group all important influenced factors discovery. In conclusion, this study

provides comprehensive simulation evidence to support a robust guideline on whether, and if so when, one

should use dimensionality checks as the first step in DIF analysis.
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The single-indicator multilevel MEAR(1) model, based on the Dynamic Structural Equation Modeling (DSEM)

framework, extends first-order autoregressive (AR(1)) modeling by incorporating measurement error in inten-

sive longitudinal data (ILD) collected with a single indicator. Traditional DSEM typically assumes no measure-

ment error, implying perfect reliability. However, this assumption is often unrealistic in psychological research,

and ignoring measurement error can lead to biased parameter estimates and misleading conclusions.

While several approaches exist for calculating reliability in ILD, a consensus has emerged that within-person

reliability and between-person reliability should be evaluated separately. Despite this, no systematic simula-

tion studies have examined the separate or combined effects of within-person reliability and between-person

reliability on the performance of DSEM. Moreover, few simulation studies have investigated single-item ILD

reliability, even though single-item measures are often used in ILD to reduce participant burden.

This study aims to systematically examine the effects of within-person and between-person reliability on the

estimation accuracy of autoregressive effect within the single-indicator multilevel MEAR(1) model. Using simu-

lations, we evaluate how varying reliability levels affect key performance metrics, including bias, mean squared

error (MSE), coverage rates, and statistical power (or Type I error rates). Furthermore, we compare the perfor-

mance of the MEAR(1) model to that of a traditional AR(1) model under different reliability conditions.
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In psychology and neuroscience, discrete-valued, both count and ordinal, intensive longitudinal data is widely

used to examine time-dependent relationships between variables. Despite the abundance of such datasets,

most modeling approaches rely on dynamic structural equation models, state-space models, or point process

models. However, the former is challenging to extend to high-dimensional settings, while the latter is often

not able to capture interpretable network structures. Furthermore, both approaches lack flexibility in model-

ing the marginal distributions of discrete-valued observations. We propose a high-dimensional discrete-valued

network time series model, where the reduced form latent structural vector autoregressive (SVAR) model is as-

sumed to have sparse transition matrices and a sparse inverse covariance matrix. The estimators of these matri-

ces, obtained through simultaneous multivariate linear regressions, capture directed temporal dependence by

examining Granger causality and undirected contemporaneous dependence by computing partial correlations.

The second-order properties of this latent SVAR model and the observed series with any marginal distributions

are connected through the link functions. We conduct simulation studies to assess estimation and forecasting

performance against renowned benchmarks. We apply this model to multimodal behavioral data in develop-

mental psychology to improve forecasting and to spike train data in brain connectomes to investigate neural

network structures.
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As self-reported measurements become increasingly digitalized, the Visual Analogue Scale (VAS), originally used

to measure pain, has been applied more widely in evaluating psychological constructs such as attitudes, person-

ality, and anxiety. Social desirability bias, a response bias influenced by the participant’s tendency to present

themselves in a favorable light, is prevalent in self-reported measurements and undermines the reliability and

validity of such measures. However, previous research has primarily focused on correcting response bias in

discrete data (e.g., Likert scale responses) while overlooking bias correction in continuous bounded response

data (e.g., VAS responses). This study develops a new Item Response Theory (IRT) model capable of correcting

social desirability bias in continuous bounded response data, thereby offering more accurate estimates of indi-

vidual characteristics. The study employs empirical data to test the fit of the new model and the validity of its

estimation of participants’ social desirability tendencies. The results indicate that the new model fits the data

better than models that do not account for social desirability bias and can effectively identify participants’ so-

cial desirability tendencies. A simulation study confirmed the accuracy of parameter estimation across varying

sample sizes and test lengths. In summary, this study is the first to achieve statistical control of social desirabil-

ity bias in continuous bounded response data from VAS (or similar measures, such as slider bars) within the IRT

framework.
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When conducting differential item functioning (DIF) analyses in test development, item-level differences and

differential test functioning (DTF) must be examined. With the renewed focus on the practical utility and in-

terpretability of sum scores (Sijtsma, Ellis, & Borsboom, 2024), the need for effective DTF detection using these

scores has increased. Current DTF detection methods rely on item response theory (IRT), leaving a gap in tech-

niques that utilize sum scores.

This study presents a new method for detecting DTF through sum scores. When two examinee groups are to

be compared for DTF, first, a DIF analysis is conducted to identify non-DIF items designated as anchor items.

Second, the sum score for the anchor items is calculated, and examinees are stratified by the sum scores. Within

each stratum, the mean difference in overall test sum scores between the two groups is calculated, considering

signed and unsigned values. This difference is weighted according to the proportion of examinees in each

stratum, and the final DTF index, interpreted as an effect size, is derived by summing these weighted values

across all strata.

The simulation studies demonstrated that the proposed DTF index correlates approximately 0.8 with an existing

DTF index (Meade, 2010), affirming its validity. These findings suggest that DTF can be detected without the

reliance on complex psychometric models like IRT. Furthermore, the proposed method is straightforward and

requires only basic arithmetic operations, making it a practical tool for test developers and practitioners.
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Psychometric models often assume a uniform relationship between speed and accuracy. In performance-based

assessments where scoring integrates both speed and accuracy components, understanding how test-level in-

formation, such as item difficulty, interacts with test-taker performance can offer insights into test-taker strate-

gies and cognitive processes. This study seeks to model the systematic relationship between item difficulty and

composite credit scores that reward higher speed and accuracy.

A representative sample of 938 participants (F:50%, M:50%) from the U.S. completed a 30-item Flexibility of Clo-

sure task that measures the ability to recognize familiar patterns within a complex background. Hierarchical

mixed-effects statistical modeling will be employed to investigate whether difficulty significantly predicts Flex-

ibility of Closure credit scores accounting for both within-person and between-item variability. Specifically,

whether i) higher difficulty items lead to systematically lower credit scores, ii) whether test-takers with differ-

ent ability levels have different patterns of score changes with increased difficulty and iii) whether high and

low-performing individuals show evidence of employing different strategies (e.g. high performers adjusting

by slowing down to prioritize accuracy). To capture individual differences in response adaptation, random ef-

fects for individuals and items will be incorporated where appropriate, to understand speed-accuracy trade-offs

under varying difficulty levels.

The findings on how item complexity interacts with test-taker behaviour have important implications for adap-

tive test design and the evaluation of cognitive performance measures with time-sensitive scoring protocols. A

clearer understanding of the speed-accuracy relationship in cognitive tasks is essential for developing scoring

algorithms that enhance score reliability and support valid score interpretations.
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Technological advances have transformed educational assessments, particularly in how we collect and analyze

data about individuals’ cognitive processes and interactions with assessment items. The rich data recorded in

log files throughout human-machine interactions, often referred to as process data, offers new insights into

problem solving behavior. This study focuses on exploring how adult respondents transform geographical

knowledge into spatial recognition on an interactive numerical item (“Map”) from the 2012 PIAAC by using

sequential process data. The objective of this study is two-fold: (1) to explore different behavioral patterns that

distinguish success or failure on a spatial numerical item, and (2) to identify spatial cognitive process features

across high and low numeracy performance levels. Using a sample of 596 U.S. adult respondents, we employed

the time-embedding n-grams method and two machine learning methods, random forest and XGBoost, to pre-

dict respondents’ numeracy performance and to identify robust classifiers. Results indicate that time-related

features are the most predictive of adults’ numeracy skills. The findings highlight the potential of process data

to support analyses of latent numeracy skills and cognitive processes in educational contexts.
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Machine learning (ML) methods are increasingly applied across disciplines but remain underutilized in the

social sciences, where traditional parametric models often fall short in handling high-dimensional, censored,

and temporally structured data. A novel approach is proposed in this study to leverage CoxNet, a deep learning

survival analysis framework, to model sequential behavioral data from the Problem Solving in Technology-Rich

Environments (PSTRE) component of the PIAAC assessment. Using time-stamped user interaction sequences

from 14 digital tasks, we predict binary task outcomes (correct vs. incorrect). Our approach yields exceptionally

high predictive accuracy. Moreover, we evaluate three input strategies for representing behavioral sequences:

(1) action embeddings with time interval features, (2) a weighted sparse matrix incorporating time-on-task, and

(3) an unweighted sparse matrix with elapsed time. Among these, the action embedding representation yields

the highest predictive accuracy, highlighting the importance of input design in sequence modeling. This work

advances the application of survival models in process data analysis and sets the stage for future improvements

in model architecture and interpretability, particularly for domains requiring insight into behavioral sequences.
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Determining the causal direction between two variables X and Y—whether X causes Y (x → y) or vice versa (y →

x)—is a fundamental question in psychological research. Direction Dependence Analysis (DDA) is a statistical

tool that leverages higher-moment information to detect directional model misspecifications in observational

data. Previous research has primarily focused on distinguishing the correct causal model from a mis-specified

alternative under the assumption that no hidden confounders influence the relationship. However, in real-

world data, latent common causes are prevalent and can distort causal inferences. This study examines how the

presence of hidden confounders affects the performance of DDA and identifies the distributional assumptions

necessary for maintaining its validity. Specifically, we investigate the conditions under which causal model

selection remains reliable when using higher than second moments (skewness and kurtosis) DDA measures of

observed variables and residual terms. Monte Carlo simulations systematically evaluate the impact of different

confounder distributions on causal inference accuracy. Our findings highlight the strengths and limitations of

DDA in the presence of latent confounders and provide recommendations for its use in psychological research.
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As a prominent example of academic misconduct, the increasing number of retracted publications has sparked

widespread concern and reflection both within academia and beyond. Current studies on retracted publica-

tions have primarily focused on retractions about biomedicine, while retractions in educational research have

received relatively little attention.

Using the publicly available publication retraction database from Watch Retraction, we selected 4,759 retracted

publications related to education, all published in the 21st century and retracted as of February 4, 2025. We

applied topic modeling using pre-trained models such as RoBERTa and Gemini 2.0, along with the Apriori algo-

rithm and other analytical methods, to examine the data associated with these publications.

Based on multiple topic modeling results, we found that studies related to arts education, ideological education,

fundamental subject education, and educational technology accounted for the majority of retracted publica-

tions in educational research. The number of retracted publications in educational research peaked in 2010

and 2011, significantly exceeding the surrounding years, and has been steadily increasing since 2020. Retracted

publications from IEEE and Hindawi far outnumbered those from other publishers. Investigations by journals

or publishers, unreliable research results, and scrutiny from peer reviewers and third-party institutions were

the primary reasons for these retractions. The results of the Apriori algorithm indicate that many retractions in

educational research were triggered by third-party investigations uncovering unreliable findings, which subse-

quently led to further investigations by journals and publishers, ultimately resulting in the retraction of these

academic publications.
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This study examines the multifaceted relationships between depression and a broad spectrum of 9 risk behav-

iors among high school students, utilizing psychometric measurement and advanced statistics to examine a na-

tional sample of nearly 1.5 million observations. The risk behavior categories include unsafe driving, weapon-

related behaviors, physical fights, suicidality, smoking, alcohol consumption, substance abuse, unhealthy eat-

ing, and physical inactivity – based on 50 individual indicators. Statistically, we employed normalized associ-

ation tests to ensure comparability across diverse demographic groups by adjusting for differences in sample

sizes. Complementing these tests, logistic regression models were used to further validate the strength and

direction of the associations. In addition, a bootstrapping approach was applied to assess the stability of the

results across subgroups defined by gender, grade level, and ethnicity. We also implemented multidimensional

mapping techniques based on unsupervised machine learning to visualize the intersectional patterns among

student subgroups, revealing how depression differentially influences risk behaviors in diverse populations.

The results of our novel multidimensional framework underscore the heterogeneity of depression’s impact,

with certain risk behaviors showing stronger associations in specific demographic segments. These insights

are critical for informing targeted mental health strategies and interventions. Actionable implications from

our findings will be discussed on how educators, policymakers, and mental health practitioners can implement

data-driven programs that mitigate risk behaviors and improve student well-being across diverse student pop-

ulations. Recommendations will also be discussed on generalizing the statistical framework from this study

to improve knowledge and practice implications beyond depression indicators to other areas of psychological

study.
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